
576

Effects of Display Layout on Spatial Memory for Immersive
Environments
JIAZHOU LIU,Monash University, Australia
ARNAUD PROUZEAU, Inria, France
BARRETT ENS,Monash University, Australia
TIM DWYER,Monash University, Australia

Fig. 1. The extensive 3D space surrounding users in immersive environments allows for various display
layouts. In this paper we consider layouts which wrap around the user to varying degrees: Flat, Semi-Circle,
and Full-Circle. We hypothesise that the degree of curvature affects users’ spatial memory during navigation.
We explore this hypothesis through a sequence of studies.

In immersive environments, positioning data visualisations around the user in a wraparound layout has been
advocated as advantageous over flat arrangements more typical of traditional screens. However, other than
limiting the distance users must walk, there is no clear design rationale behind this common practice, and
little research on the impact of wraparound layouts on visualisation tasks. The ability to remember the spatial
location of elements of visualisations within the display space is crucial to support visual analytical tasks,
especially those that require users to shift their focus or perform comparisons. This ability is influenced by
the user’s spatial memory but how spatial memory is affected by different display layouts remains unclear.
In this paper, we perform two user studies to evaluate the effects of three layouts with varying degrees of
curvature around the user (flat-wall, semicircular-wraparound, and circular-wraparound) on a visuo-spatial
memory task in a virtual environment. The results show that participants are able to recall spatial patterns
with greater accuracy and report more positive subjective ratings using flat than circular-wraparound layouts.
While we didn’t find any significant performance differences between the flat and semicircular-wraparound
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layouts, participants overwhelmingly preferred the semicircular-wraparound layout suggesting it is a good
compromise between the two extremes of display curvature.
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1 INTRODUCTION
In immersive systems for data visualisation, it is common to position data displays in a wraparound
configuration, such that the data displays surround the position of the user [3, 27, 29, 46]. This
design choice may descend from early room-size projection Virtual Reality (VR) systems (e.g., the
CAVE [9]), capable of projecting stereo imagery in every direction the user may face. Arranging
the visuals to completely surround the user, as in modern CAVE2 environments [13], is then a fairly
logical way to utilise the display capability. A display that fully surrounds the user may also have
the advantage that the user can simply turn on the spot to navigate. Such rotational navigation
may be less physically demanding than walking to change one’s viewpoint in a traditional flat
layout. Direct manipulation with immersive interface elements is also well-suited to a wraparound
configuration, as arranging objects around a common centre point reduces the effort needed when
reaching from object to object [12, 34]. Another source for this design choice to ‘wrap’ the visuals
around the user may be VR headsets that are tethered (connected by a physical cable to a PC).
Headset tethers physically limit the distance a user can comfortably walk and introduce a fear
of tripping over the cable and can therefore be a disincentive for users to walk any significant
distance.
Recent results from multiple studies that allow users of immersive visualisation systems to

freely create visualisations, have reported that people tend to position visuals in a circle at arms’
length around them [3, 27, 29, 46]. Some of these papers have therefore concluded that circular
arrangements of data visualisations around users should be supported as a key aspect of immersive
visualisation systems. But once again, an alternative explanation for this observed user behaviour
may be an unwillingness by users to walk in the virtual environment due to a tether or unfamiliarity
with physical navigation in VR. It should also be noted that the immersive studies above typically
involved free-form data exploration, rather than controlled data understanding tasks – so the
observed user preference for wraparound displays in these contexts does not necessarily indicate
support for analysis tasks.
While there is some evidence from existing work that display curvature affects visualisation

tasks, these findings are overall rather inconclusive. To give a couple of examples, a study by Shupp
et al. has shown advantages of curved 2D displays in path-following tasks on maps [49], but was
inconclusive for comparison tasks. While, a recent study by Liu et al. [31] with small multiples in
VR found that participants were able to perform visual comparison and search tasks better with
flat displays than wraparound displays. As a result, there are no clear guidelines for creators of
immersive visualisation systems on this rather fundamental question of how to layout displays
in immersive visualisation spaces. In their concluding remarks, Liu et al. hypothesise that effects
of layout curvature on spatial memory may help to explain their observed differences, but to our
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knowledge, no existing studies have tested whether curvature of information displays influence
spatial memory.
In this paper, we study lower-level spatial memory tasks to see how spatial memory is sup-

ported by display layout. The hope is that clear findings in this regard can lead to more concrete
design guidelines for immersive data visualisation and potentially other sensemaking activities in
immersive environments. Spatial memory seems particularly relevant to recall and comparison
tasks in visualisation, because these tasks typically involve the comparison between multiple data
encodings to identify patterns or anomalies. Since immersive environments allow data visualisa-
tions to be spread out over a large region, navigation between multiple objects for comparison
requires users to temporarily remember their physical locations. If we can minimise the effort
required for such context switches, users will switch more often to reduce demand on their visual
working memory [42]. For instance, participants in Liu’s study with small multiples seemed to find
switching easier with a flat than with a curved layout [31]. Beyond data visualisation tasks, users’
ability to remember locations of objects in immersive environments has implications for many
other applications, from group work to gaming [17, 38, 40].

In Sections 3 and 4, we present two user studies to test the effect of different display layouts (Flat
vs Full Circle, Flat vs Semicircle) by investigating user’s ability to recall locations of items within
the layout for a straight-forward visuo-spatial memory task. As detailed in Section 3.6, results of
the first study clearly show that participants are able to recall room-scale patterns of cards more
accurately with a Flat than a Full Circle display layout. Subjective feedback also reports better
performance and less mental effort and frustration with the Flat than the Full Circle layouts. In
Study 1 we also introduced conditions with visual modifiers to try to isolate the effect of physical
navigation from other differences between Flat and Full Circle, such as the possibility of getting an
overview by stepping back from Flat or the obvious landmarks provided by the edges of the Flat
layout. Neither of these visual modifiers made a significant difference, meaning that the primary
benefit of Flat over Full Circle is likely the physical navigation, i.e. walking rather than rotation. The
results from the second study show non-significant differences between the Flat and the Semicircle.
However, our participants prefer the Semicircle layout suggesting it is a good compromise between
the Flat and Full Circle layouts. Overall the findings from our two studies suggest that, when
the tasks depend on the users’ spatial memory of the layout, layouts of information displays in
immersive environments that completely surround the user should be avoided.

Apart from the empirical findings as mentioned above, our paper also presents a methodological
contribution. This is the first rigorous study, inspired by the design of spatial memory tests from
psychology, to test the effects of layout of displays in immersive environments on spatial memory.
We have also explored the effects of landmarks and the ability to have an overview as subordinate
factors. We hope this paper will establish a connection between spatial memory and analytic
tasks in information visualisation, and be used as a foundation for future work expanding this
fundamental topic.

2 RELATEDWORK
In this section we first present previous work regarding the use of different layouts to present
information in immersive environments. We then discuss the relationship between spatial memory
and the design of interfaces.

2.1 Layouts in Immersive Environments
The CAVE2 was one of the first VR setups to be used for immersive analytics [13], with an array of
high-resolution displays that provide visualisations wrapping around the user. Since then, both
with CAVEs and HMDs, researchers have tended to imitate this layout [5, 7, 26]. Several recent
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VR visualisation studies that allowed participants to arrange their own display space have found
that participants have a tendency to arrange the displays in a wraparound configuration. Batch
et al. [3] found this effect in a longitudinal study of economists creating free-form visuals across
multiple sessions. Satriadi et al. [46] found a similar effect for participants arranging multiview
maps. Other recent research [23, 29, 36, 37] also found similar wraparound effects during document
arrangement tasks.

Wraparound layouts allow users to have elements within arm’s reach, and reduce visual distortion
of far-away elements [43]. A flat layout would in contrast require more physical movements. Using
a wall display, Shupp et al. [49] compared semi-circular with flat layouts in three different map
tasks (search, route tracing and image comparison), and showed that the semi-circular one led
to improved performance for search and route tracing but was inconclusive for comparison. In
the Personal Cockpit, Ens et al. [12] arranged a set of virtual displays equidistant from the user’s
shoulder to support direct input. They showed the importance of having this curved layout fixed in
the world instead of moving with the user’s body as it could provoke incessant small movements.
For Menu selection in AR, Lubos et al. [34] showed that such a curved layout is more efficient if
centred on the wrist, thus at the border of the kinesphere, rather than on the head. In recent work,
Reipschlaeger proposed an immersive AR system to complement a physical flat display display
wall. They explore a design space which includes a virtual extension to the display wall which can
wrap around the user. They hypothesised that this can reduce perspective foreshortening effects
and bring the visuals closer to the user, but the prototype is not evaluated with a study [44].
While proposed many times in such design explorations it seems the effectiveness of such a

wraparound visualisation has until recently been rarely studied. However, recently Liu et al. [31]
did compare a flat, semi-circle and full-circle layout for small-multiples visualisation comparison
tasks in VR. Their results suggest that while the flat layout was faster with a small number of
elements, there was no statistically significant difference between the three layouts with a large
number of multiples. However, in the latter case, participants complained that the flat layout led to
too much physical effort and that the full circle was disorienting. Overall, their findings indicated
that semi-circle layout was a good compromise for the comparison tasks tested.

To summarise, circular layouts have been proposed in various visualisation contexts and applica-
tions. Recent studies suggest that curvature of information displays in immersive environments
may affect task performance, but there is no clear explanation for these effects. We hypothesise
that spatial memory is a significant component in visual sensemaking activity, particularly the kind
of comparison tasks explored by Liu et al. [31], since moving between individual visualisations to
compare them requires navigating back and forth between them. Therefore, in this paper, we focus
on the question of whether spatial memory is significantly affected by layout curvature. Such a
finding would help to explain past observed differences in performance on more general visualisa-
tion tasks and would provide clear guidance for how to use curved displays for sense-making tasks
more generally.

2.2 Spatial Memory
Spatial memory is responsible for collecting and storing information about people’s surrounding
environment as well as facilitating navigation. It plays a part in both working memory (to remember
position and orientation of objects around a person) and long-term memory (to build a mental map
of specific locations). In this paper, we focus on spatial memory representation in working memory,
as working memory is used to store and process information about the current environment.
One well-known model of working memory is the multi-component model defined by Baddeley
and Hitch [2]. Their Visuospatial Sketchpad model proposes a component of working memory
that manages visual and spatial information about the current environment. While there is an
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interdependence between visual and spatial information, the visuospatial sketchpad treats these
visual and spatial components as distinct [32]. There are two commonly-applied tasks to measure
visuospatial capabilities in the working memory: (1) the visual pattern span, which focuses on the
visual aspect of this memory [10], and (2) the Corsi block tapping task [8], which focuses mostly
on the spatial aspect.

Researchers in VR and HCI have since explored how spatial memory in both working and long-
term memory can improve interfaces. With CommandMaps, Scarr et al. [48] showed that a spatial
grid of commands is more efficient than hierarchical menus for expert users. Li et al. [28] used the
same technique in VR with the command visualised in an egocentric layout. This technique can
be improved by the use of visual landmarks on desktops [51], and in VR [19]. Virtual landmarks
have also been shown to improve remote collaboration in AR as it provides common ground [39].
Perrault et al. [41] used the method of Loci to associate commands to specific physical locations.
This is extended to virtual environments by Fruchard et al. [15]. Using a similar method called
memory palace, Krokos et al. [24] showed that spatial memory could provide more benefits in
VR than on a desktop. Yang et al. [54] also found that using a VR-based memory palace variant
increased the effectiveness and performance of retrieving and retaining knowledge. With Data
Mountain, Robertson et al. [45] used the 3D location on an inclined plane to classify documents
and showed that it improved the search for a specific document. Cockburn et al. [6] showed that
the same technique in 2D is more efficient as less cluttered. And Jansen et al. [22] showed that
physical navigation and the availability of an overview also improved performance. Zagermann et
al. [55] also used a similar task to investigate the effect of different input modalities and display
sizes on spatial memory but did not report clear findings. In recent work, Friedrich et al. [14] found
that there is a modest benefit to retrieval performance when users had to use locomotion to place
windows.

2.3 Studying Spatial Memory
This section details the historical context and rationale for studying spatial memory for immersive
visualisation and for our chosen task. While past work in data visualisation explored the effects of
layout in the context of high-level visual data analytics tasks, either qualitatively [3] or quantitatively
[31], their conclusions regarding spatial memory were inconclusive due to the confounds introduced
by the complex nature of such tasks. Thus, we choose an abstract task, which is adapted from two
common tasks developed by psychologists to assess visuo-spatial memory: the visual memory span
task [33, 53], and the Corsi block tapping task [8].
In the visual memory span task as used by Logie et al. [33] and Wilson et al.[53], participants

were presented with a grid pattern of squares (half filled with black and half with white) for a short
duration. They were then asked to reproduce this pattern on an empty grid. The difficulty was
increased over time by adding two squares incrementally. The Corsi block tapping task is similar
to visual memory span task but requires participants to recall a specific sequence. In this task,
participants are asked to tap a set of blocks (among 9) in a specific order. The first task begins with
two blocks, and the number of blocks is incremented by one every time participants successfully
recall the pattern. The experiment ends when the participants fail twice.

In summary, spatial memory has been shown to influence interface performance both on desktops
and in VR. We can also see that the interface itself has an impact in this spatial memory (2D vs.
3D, impact of navigation, etc.). However, little is known about how the arrangement of visual
elements in the space around the user in VR environments affects their working memory, for
example, whether certain layouts reinforce or detract from spatial memory. In this paper, we take
a further step in this direction and assess the impact of the layout of visual elements on spatial
memory in VR. This requires participants to move within the tracked volume, which allows us to
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Fig. 2. (top) In the study, participants had to remember 5 cards highlighted in a grid in a learning phase (a),
then they performed a distractor task to decay short term memory (b), and finally in a recall phase, they had
to select the memorised cards in an empty grid (c). (bottom) The between-subjects Visual Modifier factor
has three levels: Regular (a), Restricted FoV (d,e), and Landmark (f and g) for both layouts.

easily vary conditions across factors such as the degree to which the layout of grids wraps around
the participant.

3 STUDY 1: FLAT VERSUS FULL CIRCLE
Our initial study focuses on examining the effectiveness and efficiency (see ‘measures’ subsection
below) on a task that requires spatial memory with a comparison of Flat and Full Circle layouts.
While we are also interested in studying partial-wraparound layouts, early pilot testing with a
visuo-spatial memory task led us toward a minimal study design with 2 conditions per participants
in order to limit their exposure to VR. Thus we first investigate our primary research questions
with these two ‘extreme’ cases before including Semicircle layouts in a follow-up study.

To limit the time spent in VR and mitigate possible effects of simulator sickness, we keep the
study duration relatively short (to maximum 1 hour). Due to high inter-participant variability, we
limited our design to a single factor and controlled the remaining variables. Thus, we use a single
task difficulty with a fixed size grid (3 rows x 12 columns) and fixed number of items that need to
be recalled (5 items), as described below.

3.1 Task
We use a grid of 36 virtual cards arranged into 12 columns and 3 rows, as shown in Figure 2. This
arrangement follows the ‘large scale comparison’ study design of Liu et al. [31], which used 36
small multiples in a 3x12 grid. In each task, participants must learn and recall the locations of
5 cards, which is slightly higher than the known capacity of visuo-spatial working memory (4
objects) [35]. The number of cards to recall was chosen to control the level of difficulty after pilot
tests (using 3–6 cards) and power analysis. As described in Section 2.3 the task chosen for our study
is inspired by this past work.

Each card is 0.4 × 0.4 m, with a horizontal and vertical offsets of 0.1 m between each pair (Fig. 1).
The Flat layout has a width of 5.9 m and a height of 1.4 m (see Figure 2-a). The circumference
of the Full Circle layout is equal to the width of the Flat layout, resulting in an approximate
radius of 0.95 m. With this radius, the cards are within arm reach and thus, we speculate that
walking will be minimised (see Figure 2-e and g). Similar dimensions of wraparound layout (i.e. an
approximately arms-length radius) are also observed to emerge naturally from user placement
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of objects in exploratory studies from [3, 16, 46], as discussed in Section 2. The height of the Full
Circle layouts is same as the Flat layouts. The participant starting position in the Flat layout has a
0.95 meter distance to the center of the layout grid while the starting position of the Full Circle
layout is the center point of the circle.
To reduce variability in the study data, we create a fixed sequence of patterns for the grids

by generating them in a constrained-random manner, then validate them manually. There are 3
constraints for the generation: (1) no 2 adjacent cards can be included in the same pattern; (2) at
least 1 card is included on each row to balance the pattern vertically; and (3) at least 2 cards are
included on each side (left or right) to balance the pattern horizontally.

Each trial is divided into 4 phases: preparation, learning, distraction, and recall. In the preparation
phase, participants are required to stand at the starting position facing forward, as indicated by a
pair of footprints. Once in position, participants trigger the learning phase (Figure 2-a) by pressing a
button on the controller. In this phase, a pattern of 5 white cards is revealed in the grid. Participants
are given 15 seconds to tap each white card with a controller held in their dominant hand. Changes
to the card boundary colour provide feedback to track participants’ progress in this learning phase.
Specifically, a green border means the card has been tapped which helps participants ensure they
touch each white card. Also, an orange border means the card has appeared within the participant’s
point of view; although this is primarily for experimenters as participants will only see cards when
they already have an orange border.
Since short term memory decays within 15–30 seconds [1], we include a distraction phase

lasting at least 15 seconds between the learning and recall phases. In this phase, a distractor task
requires participants to tap a new set of randomly numbered cards in a given sequence (Figure 2-b).
Participants will see a countdown timer on top of the task board. During the distractor task, if
participants have tapped the wrong cards or idled for 3 seconds, they will be penalised by adding 3
seconds to their current timer.

Finally, in the recall phase, participants are asked to recreate the pattern shown in learning phase
by tapping on an empty layout. We do not set a time limit for this phase (Figure 2-c). Participants
need to confirm their answer by pressing a button on the controller. The number of correctly
selected cards is then shown to them.

3.2 Design
Layout. The primary motivation of this study is to examine the effect of layout on participants’
ability to recall locations of items within the layout. As described above, we design two layouts
with extreme curvatures: Flat and Full Circle (see Figure 1).
Visual Modifier . In a visual and spatial memory task, as the one described above, we expect the
Flat layout provide some advantages over the Full Circle one. First, participants can take a step
back to get an overview of the Flat wall, which is not possible in the Full Circle layout. The Flat
layout also provides implicit landmarks at its edges and corners. While prior work suggest benefits
of explicit landmarks [18, 19, 51], we speculate that, to some extent, this result is also generalised
to implicit landmarks. To evaluate the impact of these advantages on participants’ performance,
we include a Visual Modifier factor that will either (1) limit the capabilities of an overview of
the layout (Restricted FoV ), (2) add landmarks to the grid (Landmark), or (3) leave the two layouts
unchanged (Regular). The Restricted FoV condition reduced the benefit of Flat layout over Full
Circle by only showing cards on three nearest columns from the participant (see Figure 2-d and e).
The other columns show only semi-transparent backgrounds in place of the cards. The Landmark
condition adds a set of yellow spheres in fixed positions on the grid as landmarks (see Figure 2-f
and g). This design was inspired by a similar study by Gao et al. [19]. To help orient users, we
put different number of landmarks in different positions: middle (Flat) or front (Full Circle) with
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a single landmark, left/right edges (Flat) or back (Full Circle) with 5 landmarks, and 2 landmarks
in-between (see Figure 2-f). These visual modifiers are enabled in both learning and recall phases.

Our study design is a 2 (Layout) x 3 (Visual Modifier) mixed-factors study. Layout is treated
as a within-subjects factor with 2 conditions (Flat and Full Circle). Visual Modifier is a between-
subjects factor with 3 conditions (Regular, Restricted FoV, and Landmark). Each participant performs
both Layout but only one Visual Modifier. The reason for our mixed-factor study is that a fully
within-subject study would result in an excessive amount of VR exposure for participants, especially
while doing a cognitively intensive task.

In total, we collect data from 648 completed trials (12 participants × 9 repetitions × 2 Layouts ×
3 Visual Modifiers ). We treat Layout and Visual Modifier as independent variables. Dependent
variables include completion time, cards accuracy, Manhattan distance of the errors, walking
distance, head positions and rotation angles, and subjective ranking.

3.3 Participants and Apparatus
In total, we recruit 36 participants (18 males and 18 females; mean age = 25.11, 𝑆𝐷 = 3.89).
All participants are students from our university. Each Visual Modifier group consists of 12
participants with the same male and female ratio (6 males and 6 females). Of the participants, 22
have at least some experience with VR and 3 of them rate themselves as VR experts. Participants
sign up voluntarily and are rewarded a gift card (A$20) and small gifts (candies and chocolates) as
a sign of appreciation.
We run our study using a tethered HTC Vive Pro in a 10 m x 5 m empty room. We develop

our study software using the Unity development environment (2019.3.0f3). We leverage VRTK
[4] for interactive components. The prototype runs on a Windows 10 PC with an Intel I7 7800X
(3.5GHz) processor and an NVIDIA GeForce GTX 1080 (32GB RAM) graphics card. The source code
is publicly available and may be downloaded via GitHub: [30].

3.4 Procedure
After completing a consent form and demographic questionnaire, participants are given a verbal
explanation of the trial workflow. Next, participants put on the VR headset and performed a series
of training scenes such as interactions and the trial workflow. After that, participants complete the
trials with the two Layout conditions in an alternating order. The order of the starting layout is also
counter-balanced. Participants first complete 2 practice trials (one with each Layout condition),
followed by 3 blocks of 6 trials each. Participants are asked to remove the VR headset to take a
short break between blocks. Following the completion of all 20 trials, participants complete a short
questionnaire with (1) NASA-TLX [20], (2) rankings on Layout preference, and (3) the general
strategy they use to complete the tasks. The total study duration is about 45 minutes, including
roughly 30 minutes in VR. All participants complete the full set of trials successfully.
The experiment environment includes surrounding walls, carpet floor, a starting position sign,

and the experimental grid, as shown in Figure 2. The starting position and surrounding walls are
visible at all times during the experiment.

The vertical position of the grid is adjusted using a standard calibration for every participant
before the experimental trials. It is used to normalise the individual height differences and make
sure that every participant has the same ability with the controls for selection. These configurations
are adapted from Liu’s work [27] and validated through our pilot testing of different variations.

3.5 Measures
For each trial, we record the number of correctly chosen cards, along with their positions in the
grid. We also record the Recall Time taken to select the 5 cards in the recall phase. The Recall
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Time is calculated from the start of each recall phase immediately after the timer of distrator task
ends, to the time the participant presses the button on the controller to indicate task completion
and see the results. In our analysis, we use two methods to measure participants’ recall accuracy:
Cards Incorrect and Manhattan Distance Error. Cards Incorrect measures the average number of
cards selected incorrectly in each trial (also expressed as an open unit interval). To reveal deeper
granularity in the responses, we further include the Manhattan Distance Error measure, which
measures the sum of Manhattan distances from incorrectly selected cards to the correct cards. The
Manhattan distance is a common distance matrix for discrete space and has been used more often
to vectors that describe objects on a uniform grid [19, 31, 47], than other distance measurements,
such as a Euclidean distance. Because the selection is non-sequential, there are many possible
solutions to this measure, so we take the solution with the minimum distance as calculated using
the Hungarian Algorithm [25].
Participants’ head pose is tracked throughout each trial and is used to calculate the Walking

Distance travelled by participants, Head Rotation, and Head Pointer Intersections with the plane of
the wall display.

3.6 Results of Study 1
We report on the following measures: First, we include three performance measures, (1) Cards
Incorrect, or proportion of cards chosen incorrectly in each trial; (2) (optimal) Manhattan Distance
Error between the participants’ answers and the solutions; and (3) Recall Time, total time of the
recall phase. Then we include three physical movement measures collected during the learning
phase: (4) Walking Distance travelled by participants; (5) Head Rotation performed by participants
calculated by cumulative angular distances from their tracked head movements; and (6) Relative
Head Position compared with the projection of the participant head pointer on the plane of the wall
display. Lastly, (7) subjective measures include overall Preference, as well as theMental and Physical
workload of participants.

For the Cards Incorrect, Manhattan Distance Error, Time, Travelled Distance, and Head Rotation,
we first assess the normality of the data using the Shapiro-Wilk normality test. Then we assess
the homogeneity of variances by Levene’s test and sphericity. When the criteria are met, we use a
mixed ANOVA to test the differences between the Visual Modifier independent groups whilst
subjecting participants to repeated measures within the two Layout conditions. A t-test is used to
compare the means of Layout pairs within each Visual Modifier condition.
When the data is not normally distributed, we use a Kruskal-Wallis test to compare the data

against the Visual Modifier factor. We also use a Friedman test to compare the data against the
Layout factor. For the subjective measures, we use a Kendall’s W test for each Visual Modifier
condition to see the significant effects between the Layout variables.
Cards Incorrect. The data for the incorrect cards are normally distributed and meet the assumption
of homogeneity of variances. Themixed ANOVA test shows no significant effect ofVisualModifier
(𝑝 = 0.48, effect size 𝜂2

𝐺
= 0.04) among Regular (𝑚𝑒𝑎𝑛 = 0.45, 𝑆𝐷 = 0.16), Restricted FoV (𝑚𝑒𝑎𝑛 =

0.49, 𝑆𝐷 = 0.15), and Landmark (𝑚𝑒𝑎𝑛 = 0.44, 𝑆𝐷 = 0.17). However, it shows a significant effect
of Layout factor (𝑝 = 2.28 × 10−10, effect size 𝜂2

𝐺
= 0.32), with a lower overall error for Flat

(𝑚𝑒𝑎𝑛 = 0.37, 𝑆𝐷 = 0.13) vs Full Circle (𝑚𝑒𝑎𝑛 = 0.55, 𝑆𝐷 = 0.13). A closer inspection in Figure 3-a
shows the results of paired T-tests of the Layout factor for each Visual Modifier group.
Participants on average have a Cards Incorrect rate of 0.36 (𝑆𝐷 = 0.12) in the Regular-Flat

condition, and a Cards Incorrect rate of 0.55 (𝑆𝐷 = 0.13) in the Regular-Full Circle condition. A
paired T-test reports a significant difference between the two conditions (𝑝 = 1.02 × 10−3, effect
size |𝑑 | = 1.58).
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Fig. 3. (a) Cards Incorrect (lower is better), (b) Manhattan Distance Error (lower is better), (c) Walking Distance,
and (d) Head Rotation between the Visual Modifier factor within the Flat layout and Full Circle layout . Error
bars denote standard error. Asterisks in this figure and following figures represent the level of significance: *
means 𝑝 < 0.05, ** means 𝑝 < 0.01, and *** means 𝑝 < 0.001.

Participants on average have a Cards Incorrect rate of 0.43 (𝑆𝐷 = 0.13) in the Restricted FoV -Flat
condition, and a Cards Incorrect cards rate of 0.55 (𝑆𝐷 = 0.14) in the Restricted FoV -Full Circle
condition. A paired T-test reports a significant difference between the two conditions (𝑝 = 1.68×10−4,
effect size |𝑑 | = 0.87).
Participants on average have a Cards Incorrect rate of 0.33 (𝑆𝐷 = 0.14) in the Landmark-Flat

condition, and a Cards Incorrect rate of 0.54 (𝑆𝐷 = 0.13) in the Landmark-Full Circle condition. A
paired T-test reports a significant difference between the two conditions (𝑝 = 3.67 × 10−5, effect
size |𝑑 | = 1.52).
Manhattan Distance Error. The Manhattan Distance provides a secondary evaluation of the error
measure. Whereas Cards Incorrect provides an absolute measure, Manhattan Distance rewards card
selections by summing the distance from the selected cards to the correct ones.
The data for the Manhattan Distance Error is normally distributed and meet the assumption of

homogeneity of variances. The mixed ANOVA test shows no significant effect of Visual Modifier
factor (𝑝 = 0.73, effect size 𝜂2

𝐺
= 0.02) among Regular (𝑚𝑒𝑎𝑛 = 3.83, 𝑆𝐷 = 1.74), Restricted FoV

(𝑚𝑒𝑎𝑛 = 4.28, 𝑆𝐷 = 1.75), and Landmark (𝑚𝑒𝑎𝑛 = 3.87, 𝑆𝐷 = 1.96). However, the mixed ANOVA
test shows significant effect of Layout factor (𝑝 = 1.33 × 10−11, effect size 𝜂2

𝐺
= 0.25), with a lower

overall error for Flat (𝑚𝑒𝑎𝑛 = 3.10, 𝑆𝐷 = 1.50) vs Full Circle (𝑚𝑒𝑎𝑛 = 4.88, 𝑆𝐷 = 1.65). Figure 3-b
shows the paired T-test of the Layout factor for each Visual Modifier group.

The Manhattan Distance Error is on average 2.92 (𝑆𝐷 = 1.40) in the Regular-Flat condition, and
4.75 (𝑆𝐷 = 1.59) in the Regular-Full Circle condition. A paired T-test reports a significant difference
between the two conditions (𝑝 = 8.29 × 10−4, effect size |𝑑 | = 1.22).

The Manhattan Distance Error is on average 3.53 (𝑆𝐷 = 1.48) in the Restricted FoV -Flat condition,
and 5.03 (𝑆𝐷 = 1.73) in the Restricted FoV -Full Circle condition. A paired T-test reports a significant
difference between the two conditions (𝑝 = 1.90 × 10−4, effect size |𝑑 | = 0.93).
The Manhattan Distance Error is on average 2.87 (𝑆𝐷 = 1.64) in the Landmark-Flat condition,

and 4.87 (𝑆𝐷 = 1.77) in the Landmark-Full Circle condition. A paired T-test reports a significant
difference between the two conditions (𝑝 = 1.06 × 10−6, effect size |𝑑 | = 1.17).
Recall Time. The recall time data is not normally distributed. The Kruskal-Wallis test shows no
significant effect of Visual Modifier factor (𝑝 = 1, effect size 𝜂2 = 0.03) among Regular (𝑚𝑒𝑎𝑛 =

21.77, 𝑆𝐷 = 12.31), Restricted FoV (𝑚𝑒𝑎𝑛 = 28.04, 𝑆𝐷 = 17.33), and Landmark (𝑚𝑒𝑎𝑛 = 24.92,
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Fig. 4. Density maps showing participants’ positions during the learning phase in (a) Regular condition, (b)
Restricted FoV condition, (c) Landmark condition for Flat layouts, and (d) Regular condition for Full Circle
layouts. And density maps show where the participant head pointer (ray cast from from headset’s forward
direction) intersects the plane of the wall display, relative to the user’s head position in (e) Regular condition
and (f) Restricted FoV condition during the learning phase for Flat layouts.

𝑆𝐷 = 9.87). The Friedman test shows no significant effect of Layout factor (𝑝 = 0.05, effect size
𝑊 = 0.11) between Flat (𝑚𝑒𝑎𝑛 = 24.55, 𝑆𝐷 = 12.83) and Full Circle (𝑚𝑒𝑎𝑛 = 25.27, 𝑆𝐷 = 14.47).
Walking Distance. Overall, we use a non-parametric test to analyse the walking distance data
because the data in each condition is not normally distributed. The Kruskal-Wallis test shows
no significant effect of Visual Modifier factor (𝑝 = 0.52, effect size 𝜂2 = −0.01) among Regular
(𝑚𝑒𝑎𝑛 = 5.50, 𝑆𝐷 = 2.35), Restricted FoV (𝑚𝑒𝑎𝑛 = 6.43, 𝑆𝐷 = 3.19), and Landmark (𝑚𝑒𝑎𝑛 = 5.87,
𝑆𝐷 = 2.80). The Friedman test shows significant effect of Layout factor (𝑝 = 1.97× 10−9, effect size
𝑊 = 1) between Flat (𝑚𝑒𝑎𝑛 = 8.50, 𝑆𝐷 = 1.16) and Full Circle (𝑚𝑒𝑎𝑛 = 3.36, 𝑆𝐷 = 0.89). Figure 3-c
shows the paired T-test of the Layout factor for each Visual Modifier group.
Participants travel on average 7.74 (𝑆𝐷 = 0.47) meters in the Regular-Flat condition, and 3.27

(𝑆𝐷 = 0.63) meters in the Regular-Full Circle condition. The data are normally distributed in
this condition. A paired T-test reports a significant difference between the two conditions (𝑝 =

3.05 × 10−10, effect size |𝑑 | = 8.06).
Participants travel on average 9.26 (𝑆𝐷 = 1.47) meters in the Restricted FoV -Flat condition, and

3.59 (𝑆𝐷 = 1.26) meters in the Restricted FoV -Full Circle condition. The data are not normally
distributed in this condition. The Friedman test shows a significant difference between the two
conditions (𝑝 = 5.32 × 10−4 , effect size𝑊 = 1).
Participants travel on average 8.51 (𝑆𝐷 = 0.81) meters in the Landmark-Flat condition, and

3.23 (𝑆𝐷 = 0.70) meters in the Landmark-Full Circle condition. The data are normally distributed
in this condition. A paired T-test reports a significant difference between the two conditions
(𝑝 = 1.04 × 10−11, effect size |𝑑 | = 6.99).

Figure 4-a, b, and c show density maps of all user positions (top view) collected during the
learning phase for the Flat layout. The origin represents the start position. We can see that, in
general, participants step back further than the starting position in all conditions, especially in
the Regular condition. This is indicated by the second dark spot below the origin. Moreover, we
can also see that the participants tend to move left and right in the Restricted FoV condition, while
move directly to the card patterns in the other two conditions. This might explain why they form
different density patterns on the graphs. On the other hand, user positions (top view) collected
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during the learning phase for the Full Circle layout don’t differ much among the Visual Modifier
conditions. Figure 4-d shows an example of the density plot of users’ positions in the Regular
condition (density maps for the other full circle conditions appear similar and are omitted).
Head Rotation. The data for the Head Rotation during the learning phase is normally distributed.
The mixed ANOVA test shows no significant effect in the Visual Modifier factor (𝑝 = 0.75,
effect size 𝜂2

𝐺
= 0.01) among Regular (𝑚𝑒𝑎𝑛 = 1097, 𝑆𝐷 = 531), Restricted FoV (𝑚𝑒𝑎𝑛 = 1044,

𝑆𝐷 = 539), and Landmark (𝑚𝑒𝑎𝑛 = 1082, 𝑆𝐷 = 510), but a significant effect in the Layout factor
(𝑝 = 3.25 × 10−20, effect size 𝜂2

𝐺
= 0.83) between Flat (𝑚𝑒𝑎𝑛 = 605, 𝑆𝐷 = 111) and Full Circle

(𝑚𝑒𝑎𝑛 = 1544, 𝑆𝐷 = 287). Figure 3-d shows the paired T-test of the Layout factor for each Visual
Modifier group.
Participants perform on average 644 (𝑆𝐷 = 103) degrees of head rotation in the Regular-Flat

condition, and 1549 (𝑆𝐷 = 362) degree in the Regular-Full Circle condition during the learning
phase. A paired T-test shows a significant difference between the two conditions (𝑝 = 4.82 × 10−7,
effect size |𝑑 | = 3.41).

Participants perform on average 569 (𝑆𝐷 = 134) degrees of head rotation in the Restricted FoV -Flat
condition, and 1519 (𝑆𝐷 = 310) degree in the Restricted FoV -Full Circle condition during the learning
phase. A paired T-test shows a significant difference between the two conditions (𝑝 = 4.82 × 10−7,
effect size |𝑑 | = 3.98).
Participants perform on average 602 (𝑆𝐷 = 87) degrees of head rotation in the Landmark-Flat

condition, and 1562 (𝑆𝐷 = 182) degree in the Landmark-Full Circle condition during the learning
phase. A paired T-test shows a significant difference between the two conditions (𝑝 = 7.35 × 10−11,
effect size |𝑑 | = 6.72).
Relative View Position. Figure 4-e,f show density plots of the Relative View Position, calculated
by projecting the head pointer (ray cast from headset’s forward direction) onto the Flat grid, with
the head position as the origin point. This helps us to investigate how frequently participants
look at far away or nearby objects. We use a density map to observe the density of the relative
positions for Flat layouts. The Landmark condition (density map omitted) has a similar plot as the
Regular condition, while there are differences between the Restricted FoV condition and the Regular
condition.
Results show that the range of head rotation was more smaller with the Restricted FoV than in

the Regular condition, which means that participants look more often at the objects near them
than the object faraway in the Restricted FoV condition compared with the other Visual Modifier
conditions.
Subjective Rating. Overall, for the learning phases, 28 out of all 36 participants prefer the Flat
layout , while for the recall phases, 31 out of all 36 participants prefer the Flat layout (see Figure 5-d,e,
and f). Figure 5-a, b, and c show the Kendall’s W test for each Visual Modifier condition.

For the NASA-TLX scores in the Regular condition, the Kendall’s W test shows significant effects
for mental (𝑝 = 7.0 × 10−3, effect size 𝑟 = 0.61), performance (𝑝 = 7.0 × 10−3, effect size 𝑟 = 0.61),
effort (𝑝 = 0.03, effect size 𝑟 = 0.38), frustration (𝑝 = 8.0 × 10−3, effect size 𝑟 = 0.58), and overall
mean (𝑝 = 4.0 × 10−3, effect size 𝑟 = 0.69). The results show that the participants perform the best
in the Flat layout with the least mental effort and frustration.

For the NASA-TLX scores in the Restricted FoV condition, the Kendall’s W test shows significant
effects for mental effort only (𝑝 = 0.02, effect size 𝑟 = 0.45). The results show that the participants
perceived that the combination of Flat layout and Restricted FoV as the least mentally demanding
compared to other conditions.
For the NASA-TLX scores in the Landmark condition, the Kendall’s W test shows significant

effects for mental (𝑝 = 3.0 × 10−3, effect size 𝑟 = 0.75), performance (𝑝 = 3.0 × 10−3, effect size
𝑟 = 0.75), effort (𝑝 = 5.0× 10−3, effect size 𝑟 = 0.67), frustration (𝑝 = 8.0× 10−3, effect size 𝑟 = 0.58),
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Fig. 5. Participant responses on the NASA-TLX for each layout in (a) Regular condition, (b) Restricted FoV
condition, and (c) Landmark condition. Participant preference for each layout in (d) Regular condition, (e)
Restricted FoV condition, and (f) Landmark condition. In the NASA-TLX, performance was rated in reverse
order (lower is better). Error bars denote standard error.

and overall mean (𝑝 = 4.0 × 10−3, effect size 𝑟 = 0.69). The results show that the participants
perform the best in the Flat layout with the least mental effort and frustration.

3.7 Discussion
Our accuracy results suggest that the use of Flat layout leads to better user performance than
Full Circle layout. In the Flat layout condition, participants made less errors, as measured by
Card Incorrect and Manhattan Distance Error, than the Full Circle layout condition. We found no
significant difference in recall time between the two layout conditions. These results support our
initial conjecture that spatial memory is an important factor in the findings of Liu et al. [31] in
their study showing that Flat better supported complex visualisation tasks than Full Circle.

Looking at the density maps in Figure 4, we notice that participants seemed to take a step back
during the task to get an overview of the workspace in the Flat layout for both the Regular and
Landmark conditions (this was not possible in the Restricted FoV ). This could suggest that the
positive results of the Flat layout may be due to the ability for participants to get an overview
of the workspace. To understand the contribution of this overview effect in our observed results,
we included the Restricted FoV condition in our study. In this condition, our results indicate that
the Flat layout still leads to better performance compared to the Full Circle one meaning that the
overview provided by the Flat is not the main reason for the difference between the two layouts.
Comments from participants mentioned another potential explanation: with its corners, the

Flat layout provides natural landmarks that can support participants’ spatial memory (the corners
were also visible in the Restricted FoV condition). This is confirmed by Uddin et al. [51] and Gao
et al. [19], where they found that artificial landmarks play an important role in assisting spatial
memorisation and retrieval of items in a grid of interface components. Therefore, in the Landmark
condition, artificial landmarks were added in both layouts to limit any such inherent advantage of
the Flat one. Our results in this condition still indicate a significantly better performance with the
Flat layout; therefore eliminating landmarks as a main factor for the difference between the two
layouts.
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In summary, our results suggest that the main impact of the type of layout on spatial memory is
not due to either overview or landmarks. Rather, the analysis of the tracking data in our study shows
that the Full Circle layout condition requires more head rotation than the Flat layout condition.
Participants confirmed this by mentioning that the Full Circle was more disorienting (P2, P8, P20,
and P25), and made locating elements more difficult (P8, P24, P33, and P36). This effect is also
supported by the fact that the rotation participants performed during and after the learning phase
facilitated errors as a result of an inaccurate update of spatial mental representation [52]. Given
all of the apparent advantages of the Flat layout, it is no surprise that it was preferred by most
participants. Therefore, our study points to the conclusion that disorientation due to the rotational
movement required to explore the workspace using the Full Circle layout is the main factor that
impacts spatial memory.

4 STUDY 2: FLAT VERSUS SEMICIRCLE
Study 1 shows that Flat layouts outperform Full Circle layouts and are preferred by participants in all
3 Visual Modifier conditions. However, in recent research, Liu et al. [31] report that participants
also prefer the Semicircle layouts. It is reasonable to hypothesize that such a Semicircle arrangement
[5, 21, 49] is a good compromise between Full Circle and Flat. We therefore run another study to
investigate the effects on visio-spatial memory between the Flat layout and Semicircle layout.

4.1 Task
The Flat condition has a width of 5.9 m and a height of 1.4 m, which is same as study 1. The
Semicircle condition has an approximate radius of 1.9m, which results in an arc length the same
length as the width of the flat grid. The starting position in the Flat layout has a 1.9 meter distance
to the grid while the starting position of the Semicircle layout is the centre point of the semicircle.
The task and the procedure are the same as in Study 1.

4.2 Design
We conduct a within-subjects design study with the Layout (Flat and Semicircle) as the main
independent variable. All participants complete the full set of trials successfully. In total, we collect
data from 216 trials (12 participants × 9 repetitions × 2 Layouts). Dependent variables are same as
the study 1 including completion time, cards accuracy, Manhattan distance of the errors, walking
distance, head positions and rotation angles, and subjective ranking.

4.3 Participants and Apparatus
In total, we recruit 12 participants (6 males and 6 females; mean age = 24.42, 𝑆𝐷 = 2.50) from our
university. All participants were students and did not participate in our study 1. 6 participants have
at least some experience with VR and 1 of them rate himself as a VR expert. Participants sign up
voluntarily and are rewarded a gift card (A$20) and small gifts (candies and chocolates) as a sign of
appreciation. We use the same apparatus as in study 1.

4.4 Measures
Measures for study 2 are similar to study 1. For each trial, we record the number of incorrectly
chosen cards, along with their positions in the grid. We also record the Recall Time taken to select
the 5 cards in the answer phase. In our analysis, we use two methods to measure participants’ recall
accuracy: Cards Correct and Manhattan Distance.
Participants’ head pose are also tracked during the duration of each trial, which we use to

calculate the Walking Distance travelled by participants and Head Rotation during trials. In the
post-study questionnaire, the subjective task load is measured using questions derived from the
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Fig. 6. (a) Cards Incorrect (lower is better), (b) Manhattan Distance (lower is better), (c) Recall time during
the recall phase, and (d) Each participant responses on the NASA-TLX in Flat layout and Semicircle layout. In
the NASA-TLX questionnaire, performance was asked in a reverse order (lower is better).

NASA-TLX [20]. Participants also indicate their preferred layout and were asked about their strategy
to solve the task.

4.5 Results of Study 2
For quantitative measures, we use the same statistical test method as the first study. Measures are
broken down into three categories for reporting, as follows.

Performance: (1) Cards Incorrect, or proportion of cards chosen incorrectly in each trial; (2) (optimal)
Manhattan Distance Error between the participants’ answers and the solutions; and (3) Recall Time,
total time of the recall phase.
Learning Phase: (4) Walking Distance travelled by participants; (5) Head Rotation performed by
participants calculated by cumulative angular distances; and (6) Relative Head Position compared
with the projection of the participant head pointer on the plane of the wall display.
Subjective: We collected Preference, as well as the Mental and Physical workload of participants.

Cards Incorrect. The data for the incorrect cards are normally distributed. Participants on average
have an incorrect cards error rate of 0.34 (𝑆𝐷 = 0.12) with the Flat condition and an incorrect cards
error rate of 0.36 (𝑆𝐷 = 0.12) with the Semicircle condition (see Figure 6-a). A paired T-test doesn’t
find a significant difference between the two conditions (𝑝 = 0.95, effect size |𝑑 | = 0.20).
Manhattan Distance Error. The data for the Manhattan Distance Error between the participant
answer and the solution is normally distributed. This distance is on average 2.64 (𝑆𝐷 = 1.13) with
the Flat layout, and 2.72 (𝑆𝐷 = 0.88) with the Semicircle layout (see Figure 6-b). A paired T-test
doesn’t find a significant difference between the two conditions (𝑝 = 0.78, effect size |𝑑 | = 0.08).
Recall Time. The data for time taken to select the cards in the recall phase is normally distributed.
On average, participants took 31.92 (𝑆𝐷 = 12.11) seconds to select the cards the Flat condition, and
30.50 (𝑆𝐷 = 11.18) seconds in the Semicircle condition (See Figure 6-c). A paired T-test doesn’t find
a significant difference between the two conditions (𝑝 = 0.41, effect size |𝑑 | = 0.12).
Walking Distance. The data for the Walking Distance during the learning phase are normally
distributed. During the learning phase, participants travel on average 9.38 (𝑆𝐷 = 0.70) meters
in the Flat condition, and 6.74 (𝑆𝐷 = 0.61) meters in the Semicircle condition (See Figure 7-a). A
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Fig. 7. (a) Walking distance and (b) Head rotation in Flat layout and Semicircle layout during the learning
phase (dashed bars represent mean walking distance and head rotation in study 1 for Full Circle layout).
Density plots for participants positions during learning phase in (c) Flat layout, (d) Semicircle layout. And (e)
Subjective preference in two layouts. Error bars denote standard error.

paired T-test shows a significant difference between the two conditions (𝑝 = 4.62 × 10−9, effect size
|𝑑 | = 4.02).
Figures 7-c and d show density maps of all user positions (top view) collected during the trials.

The origin represents the start position. We can see that, in general, participants spend similar time
on the original position and on the path to touch the cards between the two layouts.
Head Rotation. The data for the Head Rotation during the learning phase is normally distributed.
During the learning phase, participants perform on average 592 (𝑆𝐷 = 81) degree of head rotation
in the Flat condition, and 782 (𝑆𝐷 = 133) degree in the Semicircle condition (See Figure 7-b). A
paired T-test shows a significant difference between the two conditions (𝑝 = 4.47 × 10−6, effect size
|𝑑 | = 1.73).
Subjective Rating. Overall, for the learning phases, 8 out of 12 participants prefer the Semicircle
layout, while for the recall phases, 11 out of 12 participants prefer the Semicircle layout (See Figure 7-
e). Figure 6-d shows the NASA-TLX score assessed by all participants for each Layout condition.
The Kendall’s W test showed no significant effects among these criteria. From the figure, we can
see that Semicircle layout is rated higher than Flat layout in all criteria, which supports our finding
on the preference for the Semicircle layout.

4.6 Discussion
Contrary to what has been shown by Shupp et al. [49] on their spatial memory study in wall-
displays environments, we did not find any difference between the Flat and Semicircle layout. A
notable number of participants prefer the Semicircle layout and mention that Semicircle layout is
easier to see and memorise than Flat layout (P3, P5, P8, P10, and P11). They feel it is easier to rotate
their heads than walking around to browse (P8). However, some participants report that Flat layout
has the benefit of providing a complete overview (P4, P6, and P7) but requires more time to touch
and memorise than Semicircle layout (P1, P2, and P6). The mixed feedback indicates a balance of
pros and cons for these two layout types, which may be the reason for their similar performance.
Overall, the Semicircle layout provides less walking distance but more head rotation than Flat

layout. Semicircle layout is a compromise between the Flat layout and Full Circle layout and our
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follow up study does not show a significant negative impact on spatial memory due to the limited
rotation required by Semicircle layout.

5 LIMITATIONS AND FUTUREWORK
One limitation of our study design is that our Full Circle wraparound condition only tests views
with a close distance. While the diameter of around 2 metres is chosen to keep the same grid size
as in the Flat layout, enabling arms reach distance between the participants and the grid, and to
minimise the need for walking (and therefore physical effort), we don’t know if the effect on spatial
memory remains the same in other wraparound layout such as CAVE2 environments. Also, to
limit the experiment duration and participant fatigue we only test one study setup with 36 (3x12)
cards and one task difficulty level: memorising a pattern of 5 cards. As discussed in Section 3.1,
the study setup follows Liu et al. [31], where 36 small multiples were used in a 3x12 grid, while
the task difficulty level was chosen after extensive piloting to find a level difficult enough but
doable. Another limitation of our study design is that we choose to focus on one type of selection
techniques: direct tapping. As shown on both small [50] and large 2D displays [11], the type of
input to select an element (either up-close or from a distance) has an influence on spatial memory.
Future work should explore the impact of remote selection techniques such as hand pointer or gaze
on spatial memory compared to the direct tapping method we use.
There are, of course, several more factors that should be taken into account in future studies.

Firstly, we can summarise from the two studies that among the three layout types, Flat layout
requires the most translational movement while Full Circle requires most head rotation. While our
result suggests that full body rotation has a negative effect on spatial memory, further studies could
help to isolate the limits of rotation more precisely or whether walking could have a beneficial
kinaesthetic memory effect. Secondly, the current experiment relies purely on physical navigation
of the participants to interact with the virtual world. However, the effects on spatial memory of
physical navigation versus virtual navigation (such as zooming and panning) for this particular
task is unknown. Finally, we feel it is important to more deeply explore the connection between
spatial memory and analytic tasks in information visualisation. While immersive environments
provide users with more ‘space to think’ [29] than traditional displays, designers must be able to
understand the implications of such environments on spatial understanding, when creating tools
to facilitate user understanding.
Our study was conducted in Virtual Reality such that the participants could not see any back-

ground of their real-world environment. It would be interesting to see how well our results carry
over to Augmented Reality headsets, where additional landmarks from the environment may be
visible behind the virtual imagery [36, 37]. We would also expect that the more limited field of view
provided by existing AR headsets compared to the VR headsets, would place greater demands on
spatial memory, though the technology continues to improve.

6 CONCLUSION
We contribute two user studies, each of which evaluates the effect of display layout on spatial
memory in immersive environments. We use an abstract task in both studies using layouts of 2D
cards based on visuo-spatial memory studies from psychology to determine which layout leads
to the best retention of card patterns. In the first study, we examine the effects of the Flat layout
and the Full Circle layout on spatial memory with a mixed-factors study. This study focuses on the
two extremes of the layout curvature spectrum as the within-subjects factor. We also investigate
the subordinate factors in this study such as the overview advantage of the Flat layout and the
natural edges and corners of the Flat layout as a between-subjects factor. The result shows that
the Flat layout outperformed the Full Circle layout with better accuracy. Moreover, the subjective
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result shows that the participants perform the best in the Flat layout with least mental effort and
frustration. This general result held regardless of the subordinate factors (visual modifiers) that we
introduced, implying that the main factor that influence the performance is the type of physical
navigation. In other words, that walking in front of a Flat display is less detrimental to spatial
memory than rotation.
In the second study we test whether the Semicircle layout provides a good compromise. The

second study reveals no significant difference between Flat and Semicircle while participants prefer
the Semicircle layout. Past work [31] has suggested that Semicircle layout provides advantages over
Flat in terms of reduced total walking distance and perspective distortion without requiring the
full rotation navigation of Full Circle. Our finding suggests that these advantages of Semicircle can
be achieved with no significant negative impact on spatial memory.
In summary, the clear take away from our studies is that full wrap-around displays and the

rotation required to navigate them is disorienting to users and should be used with caution for
immersive information presentation. This finding is contrary to use patterns we see emerging in
literature, so we hope this paper will influence future system implementers to be aware of this
limitation, and further research to find nuance.
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