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Visual exploration ofmaps often requires a contextual understanding at multiple scales and locations. Multiview
map layouts, which present a hierarchy of multiple views to reveal detail at various scales and locations,
have been shown to support better performance than traditional single-view exploration on desktop displays.
This paper investigates the extension of such layouts of 2D maps into 3D immersive spaces, which are not
limited by the real-estate barrier of physical screens and support sensemaking through spatial interaction.
Based on our initial implementation of immersive multiview maps, we conduct an exploratory study with 16
participants aimed at understanding how people place and view such maps in immersive space. We observe
the layouts produced by users performing map exploration search, comparison and route-planning tasks. Our
qualitative analysis identifies patterns in layout geometry (spherical, spherical cap, planar), overview-detail
relationship (central window, occluding, coordinated) and interaction strategy. Based on these observations,
along with qualitative feedback from a user walkthrough session, we identify implications and recommend
features for immersive multiview map systems. Our main findings are that participants tend to prefer and
arrange multiview maps in a spherical cap layout around them and that they often rearrange the views during
tasks.
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1 INTRODUCTION
Exploring geospatial information often requires inspection of multiple locations across large areas,
viewed at different scales [43]. The ability to view maps at different scales is important because
of differences in abstraction [4]. For instance, visualisations of transportation networks show
flights between continents at a global level and local terrestrial transport systems at a national
level. Other applications such as the analysis of global pandemics and earthquake epicentres often

Authors’ addresses: Kadek Ananta Satriadi, Monash University, Melbourne, Australia, kadek.satriadi@monash.edu; Barrett
Ens, Monash University, Melbourne, Australia, barrett.ens@monash.edu; Maxime Cordeil, Monash University, Melbourne,
Australia, max.cordeil@monash.edu; Tobias Czauderna, Monash University, Melbourne, Australia, tobias.czauderna@
monash.edu; Bernhard Jenny, Monash University, Melbourne, Australia, bernie.jenny@monash.edu.

Unpublished working draft. Not for distribution.Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee
provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and
the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored.
Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee. Request permissions from permissions@acm.org.
© 2020 Association for Computing Machinery.
XXXX-XXXX/2020/10-ART $15.00
https://doi.org/10.1145/nnnnnnn.nnnnnnn

2020-10-03 15:56. Page 1 of 1–20. , Vol. 1, No. 1, Article . Publication date: October 2020.

https://doi.org/10.1145/nnnnnnn.nnnnnnn
https://doi.org/10.1145/nnnnnnn.nnnnnnn
https://doi.org/10.1145/nnnnnnn.nnnnnnn


50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97
98

2 Kadek Ananta Satriadi, Barrett Ens, Maxime Cordeil, Tobias Czauderna, and Bernhard Jenny

Fig. 1. Our immersive interface allows users to create large hierarchies of multiple maps at different scales
and arrange them in 3D space. In the exploratory implementation shown here, a user views a spherical cap
layout surrounding a large central overview. Visual links and colour hues indicate hierarchical groupings.

require investigation of both the global distribution and individual geographical locations. While
simple exploration can be done with a single visualisation, more complex tasks such as visual
comparison benefit from multiple views [54]. The overview + detail technique and similar more
complex techniques have been developed for supporting such task [69, 71]. These techniques use
two or more distinctive levels of scales to show the global context and local details.

This paper explores 3D layouts of hierarchical map views for geospatial analysis with immersive
technology (Fig. 1). Immersive virtual reality (VR) and augmented reality (AR) displays are now
widely available at a low cost, and allow virtual content, such as maps, to be manipulated in three-
dimensional space. Furthermore, application of VR andAR for data visualisation and analysis, known
as Immersive Analytics [15], is gaining traction. This growing body of research has investigated other
potential benefits of immersive interfaces, such as spatial memory, proprioception, and embodied
interaction supported by spatial body movement and 3D direct manipulation. For instance, studies
have demonstrated benefits of immersive environments in the ability to move one’s head [26] and
body [35] in 3D space or arranging document layouts in 3D [46]. Immersive 3D display space in
VR/AR also allows intuitive visualisation of 3D geographical features such as terrain and building,
as well as 3D geovisualisations, for example, 3D flow maps [75], bar graphics in virtual landscapes
and on maps [55], choropleth and prism maps [76], and space-time cubes [70].
This work focuses on the question how to create effective map layouts in 3D space. Given the

near-limitless possibilities of layout configurations, we take a qualitative approach of observing
how users choose to arrange a set of hierarchical views. The aim of this work is to improve our
understanding of how users arrange multiview maps in 3D space for different tasks. We conducted
a study with 16 participants to understand how people layout map views in immersive space for a
variety of common multiscale exploration tasks (i.e. search, comparison, and route planning) and
summarised a list of design implications.

Our findings indicate that users have a strong preference towards occlusion avoidance and locality
preservation (the closeness of detail-maps with the geographic space on their parent overview map).
These two principles yielded central window layouts, where detail maps are placed around the
overview. Users adopted an egocentric strategy by orienting maps towards their position, resulting
in a spherical cap layout where maps are placed on a part of an invisible spherical surface. These
results can inform the future design of manual and automated layout management in immersive
multiview analysis tools. Based on these findings we developed an exploratory implementation with
both automated and manual layout features. A user walkthrough revealed that users maintained
similar interaction strategies but preferred a wider variety of layouts.
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Maps Around Me: 3D Multiview Layouts in Immersive Spaces 3

The contributions of this paper are: (i) the first exploration of the layout of immersive multiview
maps by extending the existing multiview technique into 3D layouts; (ii) results of an in-depth
study of multiview map layouts in VR that describe and categorise user patterns and behaviours;
and (iii) a discussion on the design implications for future immersive multiview map systems.

2 RELATEDWORK
2.1 Multiscale Exploration Techniques
The most prominent classification of multiscale1 exploration techniques was proposed by Cockburn
et al. [16]. They group multiscale techniques into three main categories: zooming, overview + detail,
focus + context. Zooming alters the scale of a single view in time, and relies on memorisation of
spatial information for the comparison of multiple locations [10]. Overview + detail techniques use
multiple views for simultaneous visualisation at multiple scales. Focus + context techniques magnify
a focus area on a single view in a surrounding context region by using non-linear magnification
such as fisheye lenses [28] or the perspective wall [59].

While no technique is optimal for all multiscale exploration tasks (see [16, 42]), research supports
the argument that multiple overview + detail views are useful for tasks that require attention on
multiple locations. The multiple views (multiview) technique is faster than zooming for multiscale
comparison when the task load is higher than the capacity of visual working memory [37, 53].
Multiview is also faster than zooming for multiscale search [37], as well as better for reading
comprehension than focus + context [33]. Our work extends the multiview technique to immersive
environments.

2.2 Studies on Multiview Techniques on 2D displays
Research has explored multiview techniques for 2D displays such as desktop displays [36, 37, 44]
, tabletops [11, 14, 64], and large display walls [34, 41]. The PolyZoom technique [37] uses a
hierarchical layout of top-down views to show multiple locations simultaneously. This technique
supports multifocus interaction by providing a means to adjust individual focus views. Lekschas
et al. [44] studied various layouts of a high number of detail views referred to as scalable insets.
Butscher et al. [14] designed multiview lenses with physics collisions to avoid information overlaps.
The Canyon technique [34] combines multiview layouts with a space-folding metaphor [14, 22].

Other studies investigated the use of multiple views to improve route visualisation on maps [40,
71]. For collaborative multiscale exploration, Rusnak et al. [64] conducted a guessability study to
formulate touch gesture interaction guidelines for collaborative multiview exploration on a tabletop
display. Bortolaso et al. [11] explored multiview techniques for collaborative map exploration on a
tabletop display.

The major disadvantage of overview + detail techniques for 2D displays is the requirement for a
large display space and the overhead time needed for the view management [72]. There have been
attempts at automating layouts to optimise the use of display space and automate the management
of views. Approaches include top-down hierarchy views [37], lenses with collisions [14], and
automatic insets placement [30, 44]. Our work builds on these multiview techniques towards
multiscale exploration in three-dimensional space.

2.3 Effect of View Size on Multiscale Exploration
Past studies on high-resolution wall displays ( e.g. [45, 60, 61]) can also give insights on multiscale
exploration beyond desktop interfaces. In this section, we specifically discuss studies that
investigate the effect of a large view size on multiscale navigation on 2D displays. An early
1We use the term "multiscale" [29, 39, 53] instead of multi-level [16, 42].
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study [31] suggested that a large view reduces the need for multiscale navigation and increases
the usability of the interface. The superiority of a large view size for navigation was confirmed by
latter studies [6, 8, 52, 66]. The performance benefit of a large view size can be attributed to a better
spatial coverage of the information space, also referred to as physical field of view [21, 52, 68]. If
more information can be seen in a single view, the need for virtual navigation (i.e. zooming and
panning) and memorisation is decreased.
The large spatial coverage of a wall display allows users to physically navigate by walking,

crouching or orienting their head, rather than only navigating virtually by panning and zooming [6,
7, 63, 66]. For large displays, physical navigation has been found to outperform virtual navigation
in search, pattern finding [7], and visual exploration [56] tasks. Lastly, large displays also improve
user engagement [56].
For immersive spaces, only a recent study investigated the effect of size and navigation of 3D

scatterplots [74]; however we are not aware of any study evaluating the effect of display size on
multiscale exploration. Nonetheless, inspired by studies with physical displays, we use a large
overview map as a starting point of the exploration and in the design of our user study below.
A large view is also suitable for an accurate pointing and selection using input modalities that
rely on large muscle groups such as hand-held controller [77]. We expect that providing a large
overview, coupled with the flexibility of arranging detail views in 3D space, will imbue users with
the benefits even beyond those known of 2D wall displays (i.e. improved information visibility,
increased engagement, and benefits of physical navigation). While this expectation remains to be
shown by future research, our study aims at providing initial information to guide the design and
management of 3D layouts for hierarchical multiview maps.

2.4 Studies in Views Arrangements
Data mountain [57] and The Task Gallery [58] are seminal papers on view management in 3D
desktop virtual environments. Studies on desktop interfaces have mainly focused on the ef-
fect of spatial memory of 2D vs 3D documents or view arrangements with mixed results on
performance [17, 18, 57, 58, 67] but showed good user preference over 3D arrangements [17]. A
study by Cockburn and McKenzie [18] has a close resemblance to our study where they allow users
to arrange physical printed views in a very limited physical 3D space. Their study was nonetheless
different from ours in terms of type of information (standalone views vs multiscale views) and
users interaction freedom (limited space vs large space).

An important design factor when placing 2D views in an immersive space is the point of reference
of virtual views and whether reference points are viewed with an egocentric or an exocentric
perspective [24]. With an egocentric perspective, views are arranged in regard to the user’s position.
With an exocentric perspective, views are arranged regardless of the user’s position. For instance,
the Personal Cockpit [26] imagined that a curved, egocentric view layout would be useful for a
mobile user, but the same views could be placed in a flat exocentric arrangement on a nearby
wall when arriving at a destination. Egocentric views can also be arranged concentrically relative
to a user’s shoulder, elbow or wrist joint to support ergonomic direct input [26, 50]. Exocentric
layouts typically require additional constraints to be considered, such as the geometry and visual
appearance of a surrounding room, the presence of physical obstacles, or the available visual
sightlines [1, 25, 27].

Although, to the best of our knowledge, there is no previous study exploring how users arrange
multiscale hierarchical views in immersive 3D space, we can gain insights from existing studies
in the immersive analytics domain. In a study by Batch et al. [9] using the ImAxes immersive
visualisation system [20], participants placed visualisations egocentrically and in close range
for exploration tasks. Conversely, participants used more space to arrange visualisations in an
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Maps Around Me: 3D Multiview Layouts in Immersive Spaces 5

exocentric way when presenting insights to others in a collaborative setting. Lisle et al. [46]
demonstrated how the immersive version of the "space to think" [2] scenario can benefit users in a
text comprehension task. Lisle et al. found that the participant created a dome-like structure when
preparing the documents for writing. Liu et al. conducted a quantitative study on immersive small
multiples visualisation layouts and found that users prefer a semi-circular layout over flat or full
circle layouts [47]. Although these studies give insights on users’ preferences, the layouts were
predefined [47] or were based on open-ended data analysis tasks [2, 46]. We build on these works
with a controlled study including several distinct analysis tasks, with a focus on multiscale maps
with a hierarchical structure.

2.5 Summary
Our work is motivated by the need for design guidance for creating an immersive visualisation
prototype for multiscale map exploration. In regard to designing the size of map views, the literature
indicates that a large view displaying more information increases user performance, provides extra
navigation strategies by walking or head rotation, and promotes an engaging user experience.
Studies also suggest that multiview visualisation on 2D displays is beneficial for sensemaking
and exploration tasks. Thus, it is sensible to use a large overview map as a starting point of
the exploration process, and to use multiples views with the overview + detail technique. The
view management cost of multiview techniques could be reduced by using automatic layouts,
however, users may at times prefer to manipulate views directly for tasks such as side-by-side
comparison. Related studies in immersive analytics showed that users place information in an
egocentric perspective during the exploration process [9, 46]. This indicates that maps should be
oriented towards the user, but the best way to structure 3D spatial layouts and organise multiscale
views is not fully understood.

3 OBSERVATION STUDY
To guide the future development of immersive multiview maps systems, we designed a study
to observe how users arrange multiscale maps in 3D space for use in different task scenarios.
Participants were given a set of hierarchical maps and asked to place these relative to a large
overview map in an immersive VR setting.

3.1 Design
Our map hierarchy included a single overview world map and six large maps of metropolitan areas.
Each of the metropolitan maps had three child maps showing city-level information. To avoid
making the map hierarchy overly complex, we chose to limit the maps to three levels of scale [42].
We set the size of the overview, metro-level, and city-level maps to 2 × 1 m, 0.6 × 0.6 m, and
0.5 × 0.5 m, respectively. In total, there were 24 maps to be arranged by participants. The world
map could not be moved and had its centre fixed at 1.5 m above the ground.
We replaced links with labels to indicate hierarchical relationships between parent and child

maps. This step was taken to reduce bias from participants assuming that they had to minimise the
length of the links. We further avoided bias in the placement of maps by providing a nondescript VR
environment, without any walls, furniture or other structures that might influence map placement.
Thus, the only reference initially available is the fixed overview map.

3.2 Tasks
To encourage the emergence of a variety of layout strategies, we provided participants with
different tasks that simulate various multiscale map interaction scenarios. These combine general
multiview tasks (naïve layout, general layout) with adaptations of interactive geovisualisation
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objective primitives by Roth [62] (search, comparison, route planning). Detailed instructions of each
of the tasks can be found in the Supplementary Material SP1.

Naïve layout – The first task asked participants to arrange the metropolitan and city-level
maps freely, without any given task context. This task aimed at identifying how users arrange
multiscale views in immersive space and is not specific to maps. To deter participants from creating
a nonsensical layout, we specifically informed them that they had to explain the motivation behind
the layout after the task. In the naïve layout task, we attached small “minimap” versions (5 × 5 cm)
of the metropolitan-level and city-level maps to a virtual “maps stick” that participants held in
their non-dominant hand (Fig. 2, right). The participants had to grab and drag the minimap away
from the virtual stick to enlarge it to its full size. The motivation behind this setup was to avoid an
arrangement bias due to the initial map positions.

In the following three tasks, participants were asked to repeat several task instances of a specific
task. We included repetitions both to ensure they understood the task, and to allow us to observe a
wider variety of approaches. To prevent bias from the previous task, the first instance of each task
was reset to the initial naïve layout. Participants were offered frequent breaks between tasks. A
single session of the study lasted on average 90 minutes.

Search – The search task was inspired by Roth’s identify objective primitive [62]. We asked
participants to perform map feature’s searching and identification, which required them to examine
each map view at least once. The task was to count the number of maps containing grey circles. At
the start of each task instance, we defined five target maps in any level, showing one circle and four
squares (Fig. 2, left, Search – left) and used other maps as distractors showing five squares (Fig. 2,
left, Search). We randomly chose target maps but put a higher chance on maps that were partially or
fully occluded from the participant’s current view. We expected participants to minimise occlusion
of views in their layout in this task.

Comparison – The third task was inspired by Roth’s compare objective primitive [62]. This
task required close examination to detect similarities and differences between pairs of maps. On a
subset of ten city-level maps, we drew a set of shapes, and participants were asked to find map
pairs that contained identical shapes. The shapes were a star, a circle, and a square. They varied
in colour and were placed in a triangular arrangement. For example, the first two maps in Fig. 2,
left, Comparison, are target maps with identical shapes whereas the other one is a distractor. This
pattern is similar to the visual patterns used in a previous multiscale study [54]. Each task instance
showed two pairs and eight distractors on random maps.

Route planning – The next task was a route-planning task where participants needed to plan a
route between two locations. This task resembled Roth’s associate objective primitive [62] task. It
required participants to consider relationships between different maps, including correspondences
between different zoom levels. The task design was inspired by a multiscale network visualisation
on a 2D display [13]. We used a hypothetical transportation scenario and created a simple weighted
geospatial network. On the overview map, we showed flight paths between metropolitan locations.
On metropolitan-level maps, we showed connections between cities, representing train routes.
Finally, we created a network of taxi locations, train stations, and airports on the city-level maps.
We asked participants to find the lowest cost path between two nodes on two different city-level
maps. This task required participants to inspect metropolitan-level maps and the overview map
to connect the two target nodes. Fig. 2 (left, Route), shows the overview map and an example of a
network on metropolitan-level maps and city-level maps (the two smallest maps). The numbers
inside red circles indicated the cost of the paths.

General layout – The last task was to refine the naïve layout to a perceived “optimal” layout –
i.e. a single layout that could be used to perform all of the above search, comparison, and route-
planning tasks. Given the participant’s experience gained in these tasks, we wanted to see how this
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Maps Around Me: 3D Multiview Layouts in Immersive Spaces 7

informed layout would differ from the initial naïve layout. We expected that participants would
come up with different variations of layouts that they perceived as optimal.

3.3 Software and Hardware Setup
We built the software for the study using modules of our exploratory implementation with the
Unity Engine, the Mapbox plugin for maps, and the Virtual Reality Toolkit (VRTK) library for
interactivity.
We aimed to make it as effortless as possible to control maps to limit any potential bias of our

implementation on the constructed layouts. We provided interactions only for selection, translation,
and rotation of the map views. We chose not to include any navigation functionality such as
panning or zooming within views, as these could affect the strategies chosen during the tasks.
We provided a ray-casting pointer for map selection. Once a map was selected participants could
move it directly by moving the controller or adjust its relative depth and yaw-orientation using the
controller pad. The up-down axis moved the selected view further or nearer. The left-right axis
controlled the maps yaw rotation, which allowed participants to rotate a map on its local vertical
axis, as one might swivel a desktop monitor. The interactions could be fully performed with a
single controller, but we provided two controllers to support ambidextrous interaction.
The immersive VR display was an HTC Vive Pro running on a PC system with a GTX 1080

GPU, a Core i7 processor, and 16 GB of RAM. The dimension of the tracking area was 4×3 m. The
experimenter sat in front of the screen with an interface to control the study.

Labels

H C K

L M G

Controller

Maps stick

World map
Metropolitan
map

City map

Fig. 2. Examples of target maps in search, comparison, and route-planning tasks (left). Study setup (right).
The red arrow illustrates how the minimap is grabbed from the map stick and then grows to the full size. The
H map is at metropolitan level and H1 (bottom right) is one of its three child maps.

3.4 Data Collection
We collected the following data:

• Demographic and expertise data. Standard demographic and expertise data (familiarity with
VR and map reading).

• Map layout data. We stored all map positions and orientations as they appeared in the layout
at the end of each task. The total number of layouts from 16 participants and 5 tasks is 80
layouts, each consisting of 25 maps.

• Interviews. We conducted interviews to gain insight in user strategies. We asked questions
after all tasks were completed and the participants were still in the VR environment.

• Interaction log. Activity of the participants and all layout operations were captured for later
playback for analysis.

As the focus of our study was observing the users’ layouts and strategies in five different tasks,
we did not use accuracy and performance measures of the user’s interaction during the tasks.

2020-10-03 15:56. Page 7 of 1–20. , Vol. 1, No. 1, Article . Publication date: October 2020.



344
345
346
347
348
349
350
351
352
353
354
355
356
357
358
359
360
361
362
363
364
365
366
367
368
369
370
371
372
373
374
375
376
377
378
379
380
381
382
383
384
385
386
387
388
389
390
391
392

8 Kadek Ananta Satriadi, Barrett Ens, Maxime Cordeil, Tobias Czauderna, and Bernhard Jenny

3.5 Participants
We recruited 16 participants (8 male, 8 female) with an average age of 27 (𝑆𝐷 = 4) from our
university. Seven participants had less than 5 hours experience with VR while four had more than
20 hours experience. The average rating on a 5-point Likert-scale for maps understanding was 3.7
(𝑆𝐷 = 1.2), with 1 being a novice and 5 being an expert.

3.6 Study Procedure
Training – In the first training we asked participants to visit four points around the tracked space
sequentially to familiarise them with the surrounding space and encourage locomotion during the
study. The second training was designed to make participants familiar with maps positioning and
orienting techniques.

Briefing – We showed an instruction dialogue in front of the participants which disappeared
once the participants confirmed that they understood the task. The participants were allowed to
ask questions to clarify the tasks. Before the tasks started, the experimenter confirmed participants’
understanding of the task by asking them to explain the task briefly. For the search, comparison
and route-planning tasks, participants were also informed that they could rearrange views as they
needed, but that the arrangement should be general enough to help anyone to answer a similar
question in the future.

Layout authoring – For search, comparison and route-planning tasks, participants performed
three to five task instances until the experimenter observed consistency in the strategy and layout.
In the first instance of each task, participants started from their naïve layout. We deliberately chose
not to use the thinking aloud protocol to avoid interfering in participants’ sensemaking process [2].

Semi-structured interview – Following the completion of all tasks, we asked participants to
briefly explain their motivation behind the layouts they created and how these helped to perform
the given tasks.

4 RESULTS
For analysis we used an iterative single coder method, following an approach used in similar
studies [48, 56]. At the initial stage, all authors explored structured and unstructured data to get
an overall insight of possible classifications. The main author analysed the study results. During
the coding process, results were iteratively discussed by all authors to resolve ambiguous cases and
reduce subjective bias. Since the classifications were straightforward to define, we decided to use a
single coder.

4.1 Layout Geometry
Participants created a total of 80 final layouts (16 participants × 5 tasks). Figures of all layouts
can be seen in the Supplementary Material SP2. Of these, we discarded four layouts from two
participants in the layout geometry analysis. Participant 6 decided not to perform the route task,
and three layouts created by participant 13 did not fit any discernible layout pattern (e.g. P13 on
Fig. 3, A). We analysed the 76 remaining layouts.

Three distinctive layout geometries emerged from visual inspection of static layouts: spherical,
spherical cap, and planar. The spherical layout wraps around users in 360 degrees. Maps with a
spherical cap layout are arranged on a portion of a sphere surface. The planar layout is a flat layout
where maps are mostly aligned on or near the plane of the overview map.

In general, the most common layout geometry was a spherical cap layout (81.5%), followed
by spherical (13.2%) and planar (5.3%) layouts. Planar layouts are only found in the initial naïve
layout and the final general layout tasks (Fig. 4). During the search, comparison, and route-planning
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A. P13 – search task

D. P13 – general layout task E. P9 – general layout task F. P11 – general layout task

B. P1 – general layout task C. P8 – general layout task

Fig. 3. Examples of layouts and their respective categorisations. Geometry patterns: spherical (B), spherical
cap (C, E, F), planar (D), and unidentified (A). Overview-detail relationships: central-window (C), occluding
(D), coordinated (E, F), and unidentified (A, B).

tasks, all three participants who started with a naïve planar layout (P5, P8, and P16) finished
with a spherical cap layout in all of these tasks and the general layout task. In contrast, the three
participants who initially created a spherical layout (P4, P1 and P15) changed to a spherical cap
layout less often. However, two of these participants ended off with a spherical cap layout in the
general layout task.

Search
Comparison
Route

2 3 9 10 11 12 14

Naïve 
145 8 1516 136

General 

7

Spherical Spherical cap Planar Excluded

Fig. 4. Layout geometry for all participants (1 to 16) for all tasks. The numbers indicate the participant ID.
We used the least squares method [38] to estimate the radius and the centre point of each

spherical and spherical cap layout. The average radius of the estimated spheres is 2.07 m (𝑆𝐷 = 0.24
m). The average absolute distance of maps from the sphere surface is 0.17 m (𝑆𝐷 = 0.22 m), less
than one tenth of the average radius, which quantitatively supports that the spherical and spherical
cap layouts indeed consist mostly of maps placed roughly on a spherical surface. We visualised the
estimated sphere in the 3D space to visually validate the spherical arrangement of the maps. We
also calculated the difference between the sphere centre elevation and eye level of each participant.
On average the sphere centre was placed 0.61 m (𝑆𝐷 = 0.24 m) above the eye level.

4.2 Overview-Detail Relationships
Our categorisation of overview-detail relationships was based on observations of spatial relation-
ships between parent and child views from the hierarchy, i.e. child metropolitan maps relative to
the parent world map, and child city-level maps relative to their respective parent metropolitan
maps. We expected that participants would tend to preserve locality in these relationships to reflect
their mental model of the hierarchy, but to also generally avoid occlusion.
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Our analysis yielded three main layout patterns (Fig. 3, C - F). The central window layoutmin-
imises the occluded area on the overview map. This results in an overview map that is surrounded
by detail maps, maximising the visibility of context [44]. The occluding layout is an arrangement
where detail maps are placed near their respective location on the overview map. This resembles a
magnification lens metaphor where the locality of the spatial relationship is at maximum level [44].
The coordinated layout typically has detail maps grouped adjacent to the overview map.

We compared the initial naïve layouts to the final general layouts to see if the intermediate
tasks affected the perceived optimal arrangements. Layouts from P1 and P6 do not fit into any
overview-detail category. Thus, we discarded those layouts in overview-detail relationship analysis.
For the naïve layout, most participants (9 out of 16, 56.3%) avoided occlusion by using a central
window layout, four participants (26.7%) created an occluding layout, and one participant created a
coordinated layout. The general layout task also resulted in a majority of central window layouts
(62.5%). Only one participant (6.3%) suggested an occluding layout and three participants (18.8%)
preferred a coordinated layout (Fig. 5, left, Final).

4.3 Interaction Strategy
A significant number of participants moved maps as they performed a task instead of creating
a stable layout before starting the task. Consequently, final layouts on each of the tasks do not
necessarily tell the whole story because they manifest only the end result of a complex interaction
process. This behaviour mainly occurred during the comparison task.
We observed similar strategies as Reda et al. [56]: participants using the layout-preserving

pattern tended not to change their layouts while performing the task. Participants using the
layout-changing pattern actively altered the arrangement of maps during the tasks. The layout-
changing strategy often led to an unstructured layout at the end of the task. For example, participant
13 in the search task was actively moving maps during the task; we discuss this strategy in the
Discussion section. This resulted in maps scattered in space at the end of the task (Fig. 3, A).

Initial

Final

1 2 3 4 5 68 9 1214 15 1116

Central window Coordinated

7 10 13

Occluding Excluded

Comparison
Search

Route

12 34 58 9 1011 12 1314 15 16

Layout-preserving Layout-changing

7 6

Excluded

Initial

Final

1 2 3 4 5 68 9 1214 15 1116

Central window Coordinated

7 10 13

Occluding Excluded

Fig. 5. The overview-detail relationship of naïve layouts and general layouts for all participants (left). The
interaction strategies of all participants in search, comparison, and route tasks (right).

The interaction patterns are behaviours that we observed as predominant behaviour throughout
the task, ignoring the part when participants prepared the layout. For example, participant 8 began
the comparison task by changing the layout and never significantly modified the layout afterwards.
In that case, we classified the participant as a layout-preserving pattern. Participant 10 on the other
hand, changed the layout by grouping target maps for every task variation in the comparison task.
Thus, we considered P10 used the layout-changing pattern.

We excluded the result of participant 6 from the route task due to inability to perform the task.
In general, we found that most participants used the layout-preserving approach during the search
(68.7%) and route tasks (80%) but not during comparison task (31.2%), as seen in Fig. 5, right.

During the search task, five participants changed their layouts, using a "search, group, then
count" strategy. They first searched and then placed all target views in arbitrary space around
them before finally counting all circles. In the comparison task, most participants tended to group
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target maps before comparing shapes. We also observed that 4 out of 11 participants using the
layout-changing pattern were actively re-arranging maps even when all target maps were already
grouped. For example, after grouping target maps, some participants sorted maps according to the
comparison patterns. P3 stated: "I am sorting these maps vertically according to the shape of the first
leaves. Rectangles are on the second row, and stars are on the first row. Then I sort these maps by the
colour of the first leaves. In this way, I can quickly find similar patterns."
Most participants had a stable layout during the route task. The main strategy was to scan the

chain of maps between the two target points. Participants with occluded layouts initially expanded
the layout to reduce occlusion. They also moved detail maps closer to the overview map. There
were three participants who actively arranged maps in each task variation. Their strategy was to
find target maps and cluster them.

5 DISCUSSION
The aim of our study was to understand how people arrange their space to think and manage
immersive multiview map layouts. Our analysis focused on the spatial arrangements that partici-
pants created, in which specific patterns of layouts emerged. We also focused on how participants
handled overview-detail relationships within the map hierarchy, and on the interaction strategies
we observed. In the following we discuss the results regarding these themes.

5.1 Layout Geometry
We observed a tendency toward spherical cap arrangements of views, an interesting outcome
given the prevalence of flat whiteboards and large display screens in the real world. Moreover,
while some fully spherical arrangements were created, there was a greater tendency towards
spherical cap layouts, presumably because these allow users to observe the overall layout more
easily while reducing the need for turning one’s body. The proportion of spherical cap layouts
increased throughout the tasks, from over half in the initial naïve layout to all but 2 in the final
general layout (Fig. 4). This was in part due to the design of our task set, which allowed users to
progress through a series of tasks of increasing difficulty. The final general layout task allowed
participants to apply what they had learned through the previous tasks, which resulted in different
strategies from the naïve strategies used in the initial layout.
These observations are similar to findings by Batch et al. [9], where during the analysis phase

most participants created egocentric arrangements of data visualisations. However, their study
differed from ours in that it focused on abstract data visualisations (e.g. scatterplots) rather than
multiscale map visualisations. Also, their implementation used a direct grabbing metaphor similar
to ours for manipulating the 3D visualisations, but did not include additional features for rotating
objects or moving them toward or away from the user. Whereas participants in the study by Batch
et al. did not make full use of the 360-degree space, we found that some of our participants did
leverage the 360-degree spherical surface space (10 out of 76 layouts from three participants, or
13.2%). Our findings also contrast those of Lisle et al. [46], where a spherical arrangement was
made for a text-based analysis task. While some participants in our study also created spherical
arrangements of maps, these were in most cases discarded in favour of spherical-cap arrangements.
However, the study by Lisle et al. used only a single participant, so further study of a similar task
may show more variation. Our findings are more in alignment with those of Liu et al. [47], who
found a preference for a semi-circular arrangement over flat and full-circle arrangements for small
multiple visualisations. However, our study differs in two principal ways from the study by Liu
et al.: i) they used pre-configured layouts, and ii) the semi-circular and full-circle layouts in their
study were cylindrical, as opposed to the spherical cap and spherical layouts in our study.
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We took several steps to reduce bias of our study design and minimise influence on the layouts
produced by participants, such as providing simple and easy to use controls, including depth and
pivot manipulations to freely place maps, placing minified maps initially on the virtual map stick,
and setting the study in an empty environment, free of external reference points. Nevertheless,
our interface design choices may have influenced the predominance of spherical cap layouts. In
particular, the hand-held controller acted as the pivot point for map positioning, so views remained
oriented toward the participant by default. Thus, creating a planar layout would have required
users to either walk around or align the orientation of detail maps with the world map using the
controller, both of which require time and effort. It could be the case that participants found the
map rotation feature too cumbersome to use, however, this feature used the same directional pad as
the depth-displacement feature, which was used frequently as shown by the large average sphere
radius. Thus, the spherical arrangements may have resulted simply from a participant preference for
‘billboarding’ of maps (orienting them to face the user) to increase information visibility, similar to
multiple screen setup on the desktop workspace, e.g. [2]. Nevertheless, the result could be different
if an alternative approach for positioning and orienting maps were used; for instance placing a
constraint on translation in alignment with the overview might result in more planar layouts.

5.2 Overview-detail Relationship
The results of our study indicate a strong tendency to use a central window layout (56.3% for the
naïve layout task, 62.5% for the general layout task). The central window layout is the result of
emphasising locality preservation and occlusion avoidance. This finding is similar to the detail
views placement approach defined in previous work on overview and detail geographical maps by
Lekschas et al. [44], in which detail views are placed close to their origin while trying not to occlude
the overview map at the centre. Further, our study showed that this central window pattern can be
repeated at a hierarchical level; our hierarchical views have three levels (world, metropolitan, and
city) whereas the insets in the study of Lekschas had two levels. We observed that most participants
preserved locality at multiple scales (i.e. world-metropolitan and metropolitan-city).

Our study results also extend the previous finding to 3D VR space with larger maps. As a result,
the size of detail maps was greater than the insets used by Lekschas et al. (ratio in surface area
relative to the overview map of about 1:10 vs 1:300) because the limits of our VR setup do not allow
the same fine resolution as on a 2D display. Although upcoming high-resolution VR display will
allow smaller views, immersive space allows interaction beyond the screen real-estate limits of 2D
displays.

5.3 Interaction Strategy
We observed that participants did not always create a single layout during the given tasks, but
in some cases would continue to move the maps around throughout the task, which we initially
did not expect. We found this interaction was predominant in the comparison task, where most
participants rearranged the target maps next to each other, and therefore altered their original
layout. Presumably, these interactions reduced visual working memory by minimising the distance
between the views containing the target patterns. Our finding aligns with other studies on visual
exploration [3, 56] where users were found to cluster and group relevant information in proximity.
This behaviour could indicate a cognitive offloading strategy [49] where participants externalised
their thinking through maps sorting and grouping.
Conversely, most participants kept their layouts stable during the search and route-planning

tasks. The main strategy was to ensure that occlusion was minimised so that the participants could
scan all maps for the search and route-planning tasks. On the other hand, a few participants did
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not keep the layout stable during these tasks. Their strategy was to group target maps and separate
them from non-target maps.

5.4 Design Implications
Based on what we learned from the study, we identify several key implications to the design of
multiview maps in immersive space.

Spherical cap layouts maximise map visibility. Participants who created spherical cap lay-
outs reported in the interviews that they wanted to create a compact layout that allowed them
to see all maps at once. Given the relatively large size of the maps, placing all of them in a plane
configuration would create a distorted perspective of maps on the edge of the layout. A spherical
cap arrangement allows the maps to be viewed from the ideal angle, and minimises the need for
users to rotate their body or walk around the environment.

Central window arrangements are recursive. Generally, participants placed child maps along
the borders of their parent. This strategy was applied at both hierarchical levels i.e. world map–
metropolitan maps, and metropolitan map–city maps. Thus, automatic layout algorithms should
consider such recursive central window arrangements.

Locality

Si
ze

Fig. 6. The 2D locality-size con-
tinuum, represented as a matrix
for demonstration purposes.

Automate predefined layouts and manual layout author-
ing. A variety of predefined layouts can provide initial support for
different task types. Whereas most participants did not significantly
change their layouts in search and route-planning tasks, most par-
ticipants did actively move maps in the comparison task. Therefore,
it is important for immersive multiview maps system to also sup-
port manual map layout adjustments. These manual features should
include options for moving both individual views and groups, for
instance to move all maps in a hierarchical group or to perform a
quick inspection without altering the layout. Smooth transition from
one layout to another is also important to maintain the user’s mental
model of the system, as well as the ability to revert to predefined
or bookmarked layouts.

There is a trade-off between view locality and size. Having multiple large maps is the main
selling factor to explore multiscale geovisualisation in immersive space. While increasing the size of
the detail maps on a 2D screen means sacrificing the size of other maps [37] or increasing occlusion,
immersive displays allow layouts to be distributed more widely in 3D space around the user. We
see that the size and locality can be modelled as a 2D continuum, providing multiple possible
overview-detail relationships (Fig. 6). The locality axis reflects the physical distance from a child
map to its origin on the parent, while the size axis reflects the relative size of the child view. The
size of the map is further related to the degree of information abstraction in the detail view; larger
maps allow deeper zooms and increased visibility of details.

6 REVISITING THE EXPLORATORY IMPLEMENTATION
We updated our initial exploratory implementation in light of the design implications we drew from
our observation study. We ran a user walkthrough to gain additional insight to better understand
user preferences using a more feature-rich implementation.

6.1 Implementation
We implemented an automated layout manager that allows users to interactively control the 𝑙𝑜𝑐𝑎𝑙𝑖𝑡𝑦
and the 𝑠𝑖𝑧𝑒 of maps for planar, spherical cap, and spherical layout geometries (Fig. 7). We use
a tree structure and depth-first search post-order traversal to arrange hierarchical groups. Size
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and locality parameters are applied recursively on each of the hierarchical groups, which means
adjustment of size or locality affects all maps.

At a high level, the model interpolates user-controlled values of 𝑠𝑖𝑧𝑒 and 𝑙𝑜𝑐𝑎𝑙𝑖𝑡𝑦 (ranges from 0
- 1). We set the minimum size to 25 cm × 25 cm and the maximum size to 80 cm × 80 cm for the
parent maps and 70 cm × 70 cm for the child maps. For the map view position, we interpolate the
edge position – the non-overlapping position where the distance to the parent is minimum – and
the origin on the parent after the final size is calculated.

To create a spherical layout geometry, we first create a planar layout and then transform Euclidean
map positions to spherical positions with a given radius and centre point. For the spherical layout,
we use the locality value to determine the angular size of the layouts. A 𝑙𝑜𝑐𝑎𝑙𝑖𝑡𝑦 = 0 yields a
spherical layout whereas a 𝑙𝑜𝑐𝑎𝑙𝑖𝑡𝑦 > 0 creates a spherical cap layout. We also added spacing in
z-axis between map levels to increase visibility. Animated transitions were also used when users
update the layout.

B. Planar, l = 0, s = 0.25 C. Spherical cap, l = 0.2, s = 0.5 D. Spherical, l = 0, s = 0.5A. Panel Menu

Fig. 7. Panel menu to select flat or spherical layouts and choose different combinations of locality l and map
size s (A). Three examples of automated layouts created with the different parameter settings are shown
(B–D). A spherical cap layout is created by choosing a spherical layout with non-zero locality value. Note
that each of the layouts shown is captured from a different viewpoint distance.

To facilitate manual layout manipulation, we implemented the following interaction modes
(demonstration videos are provided in the Supplementary Material SP3):

• Transient summoning brings a map to the user’s personal space (0.5–1 m from viewpoint) [32]
on trigger press and moves it back to the original position when the trigger is released.

• Permanent summoning does not move the map back to the original position.
• Throw-to-reset-position moves the map back to the default layout position.
• Continuous distance and rotation adjusts the position of a grabbed map along the laser pointer
direction and the yaw rotation.

• Group positioning adjusts position and rotation of a parent-children map group.

6.2 User Walkthrough
Setup – For the qualitative user walkthrough we set the invisible sphere radius to 2 m. The centre
point of the sphere was placed in front of the overview map centre. We provided the user a panel
menu for switching between planar and spherical layouts, as well as selecting a locality–size
setting from a matrix arrangement (Fig. 7 A). The locality–size setting controlled the size of the
maps, as well as their vertical and horizontal distribution. For the spherical and the spherical cap
layouts, the layout algorithm limited the vertical distribution of maps to a maximum of 150◦ to
prevent excessive neck movement [51]. To avoid overlapping maps, the layout algorithm used
a minimum vertical distribution angle of 56◦. The layout algorithm also used the locality-size
setting to distribute the maps horizontally between 112◦ (spherical cap layout) and 360◦ (spherical
layout). To indicate overview-detail relationships between maps, we added visual linking [19] and
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hierarchical colour coding (Fig. 7, B–D). We used the same number of maps as in the previous study
but with a different set of static locations. An earthquake dataset2 was visualised across all maps.

Participants and procedure – We showed our updated implementation to 8 participants (5
male, 3 female) with expertise in information visualisation and/or VR. Half of the participants had
participated in the first study. We used interviews and video recordings as the main data collection
methods. First, we walked the participants through the new implementation. Then, we asked
participants to perform simple tasks such as changing layout geometries, adjusting locality-size
parameters, and placing maps around them. Finally, participants were asked questions to encourage
exploration such as, “Find earthquake epicentres located near an airport” and “Find maps that show
earthquake epicentres that are part of a larger cluster”. We did not validate participants answers
because the aim of the exploration was to give participants usage experience of the layout and map
manipulation features. The walkthrough of about 60 minutes concluded with a semi-structured
interview. The full question set is included with the Supplementary Material SP4.

Preferred layouts – While in the first observation study we found that the spherical cap layout
was preferred, this evaluation showed varying preferences: three of eight participants preferred
planar layouts, three preferred spherical layouts, and only two preferred spherical cap layouts.
Participants perceived the spherical cap layout and the spherical layout as making effective use of
space and reducing overlaps. For the planar layout, participants appreciated that the full layout
was within their field of view so that all maps could be seen from a single perspective. For the
spherical cap layout, participants liked that all maps were close to their viewpoint and they just
needed to turn their head or body slightly to see all maps. One participant did not like spherical
layout because it required her to turn around to see all maps, it was hard to see the origins of the
maps, and made her felt a little claustrophobic.

Preferred map size and locality – Four of the eight participants preferred the largest map
size. Participants commented that there was not one ideal size for all tasks. Larger maps were
considered as a good choice to use the available VR space (P5), as well as being readable (P4) and
good for close inspection (P1, P7). All participants who preferred a planar layout also choose a
non-occluding layout.

Interaction patterns – The strategy for solving tasks was generally similar across all partic-
ipants. Participants tended to repeatedly bring maps to their personal space using permanent
summoning and then arrange summoned maps in a new configuration within reaching distance.
Surprisingly, this strategy was also used with spherical and spherical cap layouts when all maps
were relatively close to participants. This strategy is similar to what we observed in the first
study where participants tried to create a clear separation between target maps and non-target
maps (Section 5.3). This strategy could also explain why some participants prefer planar layouts;
participants could easily summon maps on the edge of the layouts without having to walk closer.
Despite the one-hour VR session, all participants but one reported no fatigue or mild fatigue. None
of the participants walked around much during the exploration.

Feedback on interactions – In general, participants appreciated the transient and permanent
summoning interactions. The interviews revealed that transient summoning was valued for a
quick inspection, but participants preferred bringing maps to their personal space permanently.
The throw-to-reset-position and group positioning interaction received positive comments while
continuous distance and rotation was found to be difficult to perform mainly due to the need to
press the grip button and touch pad at the same time.

2https://www.kaggle.com/usgs/earthquake-database
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7 CONCLUSION AND FUTUREWORK
In this paper, we explored the design of multiview map visualisation in virtual reality through
observational studies. The results of our first study allowed us to identify distinctive patterns of
layout geometry (spherical, spherical cap, planar), overview-detail relationship (central window,
occluding, coordinated) and interaction strategy. Our main findings are that participants tend to
prefer and arrange multiview maps in a spherical cap layout around them and that they tend
to rearrange the views during tasks. Additionally, we identified a two-dimensional locality-size
continuum and argue that immersive 3D environments allow more flexibility than 2D displays by
providing space for participants to place large size views without the need to occlude or reduce the
size of other views.

In a follow up user walkthrough, we observed how participants arrangedmaps with an interactive
implementation that provided both automated and manual control of layouts, including adjustment
of the layout geometry and the locality-size continuum. Results with 8 participants indicated that
participants’ layout preferences were influenced by introduced automatic layout and interaction
techniques. In contrast to the preference for spherical cap layouts observed in the first study,
participants used a wider variety of layouts. It may be that participants prefer the familiarity of
planar layouts but were reluctant to create these using the limited manual tools of the first study.
More advanced features such as automated layouts, summoning maps, and throw to reset position
may mitigate the disadvantages of planar layouts, such as far reaching distance and distorted
oblique views of maps near the layout edge. However, we observed layout-changing patterns in
the walkthrough similar to those observed in the comparison task of the first study.

We acknowledge some limitations of our studies. Although the tasks in the first study resemble
actual map interaction objectives, potential variations may have arisen if different tasks were used.
For instance, due to experiment simplicity purposes, we did not include a ranking task which could
potentially have yielded different map arrangements. We also acknowledge that the findings of
our studies may be limited by a relatively small sample size of participants recruited from our local
university.
We envision that automated layouts can be adapted to AR where virtual and physical objects

are blended. However, there are several challenges that need to be addressed. For instance, how
multiview layouts should be arranged in a setting with a limited physical room size and crowded
furniture. Furthermore, future studies in AR should look into integrating virtual map views with
physical real-world constraints, for instance sticking large maps on a wall, placing 3D maps
horizontally on a table-top, or combining an overview map on a large-screen display with virtual
detail maps.
In an AR setting, the use of freehand interaction has been proposed [12, 73], however, gesture

based input is prone to usability issues such as fatigue and discoverability. Therefore, integration
of freehand gestures for complex tasks beyond simple navigation tasks [5, 65] is worth exploring
in the future. For example, how view manipulation (e.g. resize, position, rotation) and content
manipulation (e.g. pan, zoom, resizing, details on demand) can be effectively performed.

From our experience while developing the exploratory implementation, we found that integrating
complex view and content manipulations with multiple, potentially overlapping views is not trivial.
Further research should explore the best way to ensure seamless and “endless” interactions during
the exploration by adhering fluid interaction design guidelines, e.g. direct manipulation, clear
conceptual model, and minimised mode switching [23]. Ultimately, an “in-the-wild“ evaluation of
a fully functioning immersive multiview map system with experts is a reasonable future research
aim.
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