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ABSTRACT

We propose TimeTables, a novel prototype system that aims to
support data exploration, using embodiment with space-time cubes
in virtual reality. TimeTables uses multiple space-time cubes on
virtual tabletops, which users can manipulate by extracting time
layers or individual buildings to create new tabletop views. The
surrounding environment includes a large space for multiple linked
tabletops and a storage wall. TimeTables presents information at
different time scales by stretching layers to drill down in time. Users
can also jump into tabletops to inspect data from an egocentric
perspective. We present a use case scenario of energy consumption
displayed on a university campus to demonstrate how our system
could support data exploration and analysis over space and time.
From our experience and analysis we believe the system has a high
potential in assisting spatio-temporal data exploration and analysis.

Index Terms: Human-centered computing—Visualization—
Visualization application domains—Information visualization;
Human-centered computing—Human computer interaction
(HCD)—Interaction paradigms—Virtual reality; Human-centered
computing—Human computer interaction (HCI)—Interaction
techniques;

1 INTRODUCTION

Immersive Analytics [2,24] is an emerging field that uses technolo-
gies such as Virtual Reality (VR) to support data exploration. Such
immersive technologies have attracted attention due to their ability
to support intuitive interaction and spatial reasoning by leveraging
innate human abilities such as proprioception, kinaesthesia, and
spatial memory [23, 25].

A compelling aspect of Immersive Analytics is embodiment, the
mapping of data artifacts to 3D virtual constructs that users can
directly manipulate, examine, and rearrange [7]. This concept is
exemplified in works such as ImAxes [3], where the data analyst
can create a wide variety of different data visualisations by simply
arranging virtual axes using direct manipulation, eliminating the
need for buttons or menus.

We explore embodiment through TimeTables, a prototype system
for exploring spatio-temporal data, using space-time cubes (STCs).
Inspired by Uplift [8], which places a virtual STC above a tabletop
campus map, we use the constructs of tabletop STCs, campus build-
ings, and time slices as the embodied elements of our interactive
analysis process. Using a large immersive space in VR, TimeTa-
bles allows users to explore both space and time dimensions of the
spatio-temporal data set, by filtering and scaling time through the
arrangement of multiple tables containing different STC views.

Our exploratory prototype provides an initial implementation for
investigating the use of embodiment for supporting engaging and
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intuitive interaction with spatio-temporal data. We explore a set
of novel interactions in TimeTables through a design probe, which
presents a use case scenario describing the exploration of energy
comsumption data.

2 RELATED WORK
2.1 Spatio-temporal Visualisation

The exploratory analysis of spatio-temporal data is common in ge-
ographic visualisation and it has become increasingly popular for
immersive visualisation. The visualisation methods used for spatio-
temporal data typically combine with a map representation to display
spatial attributes [35]. The data is geo-located on top of the map
and could be represented in various forms, such as 2D/3D trajecto-
ries [32], bar charts [28], and an entity-relationship graph [4].

A space-time cube [11,17] is a common technique for visualising
spatio-temporal data. STC uses the horizontal plane for representing
geographical space and time is mapped to the vertical axis. With its
3D nature, STC could benefit from the immersive environment and
are gradually used in immersive analytics [8, 14,27,33]. However,
most previous research still requires the use of GUI menus or other
indirect means to conduct the analysis. For instance, Uplift [8] used
interactive tangible widgets, but these were mapped to the input of
slider controls. Our work takes a different approach by focusing
on direct manipulation of embodied elements of the space-time
cube visualisation themselves as a part of the analysis process. We
take inspiration from Uplift to visualise energy data on a campus at
different scales by using a STC.

2.2 Embodiment in Immersive Analytics

Embodiment is primarily defined as the degree at which the user
perceives their physical body coinciding with a virtual one [9]. More
broadly, Dourish proposed that besides relating to the user’s body,
we can define an embodied system as a system in which the rep-
resentation of the digital artefacts is designed in a way that they
can be acted upon through embodied interaction [7], which means
the representation of abstract ideas (e.g. data) could be regarded as
objects that can be manipulated. Embodiment and embodied inter-
action have been adopted in many immersive analytics applications.
One prominent work is ImAxes [3], a system for multivariate data
exploration in virtual reality where axes are represented as three-
dimensional objects that can be combined and arranged using direct
manipulation to create various type of immersive charts. Recent
works on immersive geographical data visualisation use various man-
ual actions to facilitate embodied exploration [13,26,33,36]. Lee et
al. evaluated the collaborative aspect of immersive data exploration
where users could freely manipulate and arrange visualisation on a
virtual table and walls [20]. In this paper, we take inspiration from
this work to design the visual representation of data and the user
interaction to facilitate embodied spatio-temporal data exploration.

2.3 Multi-Scale Views

Exploration of complex spatio-temporal data requires multiple vi-
sualisations at different levels of data granularity [10] (e.g. yearly
and monthly, country and state levels). For 2D desktop visualisation,
guidance on how to visualise data using multi-level interfaces ex-
ists [18] and techniques such as views stacking has been introduced



for multi-scale visualisation of temporal [15] and geo-spatial [16]
data.

View management is a crucial factor for multiple view tech-
niques [34] and researchers have started to utilise the vast available
3D space in virtual and augmented reality for arranging these mul-
tiple views. Existing works in this domain make use of multiple
views to visualise geo-spatial data using hierarchical 2D maps [30]
and linked flow maps [26]. Other works in immersive visualisation
use multiple views to show different data layers on a map [31], mul-
tivariate visualisations [12,22], and unstructured data such as text
corpus [21]. While previous work use multiple views to visualise
spatial information, the design of TimeTables focuses on using mul-
tiple tabletop maps as well as multi-scale views for exploring the
temporal aspect of the data.

3 DESIGN CRITERIA

Taking into account the previous literature and our motivations, we
identified several design criteria for a system that supports explo-
ration of data over space and time freely. We refer back to these
design criteria (C1-5) when describing the system interactions in
Section 4.3.

C1. Support drilling down in time: Users should have the
ability to keep drilling down the temporal data to a more detailed
level of time granularity to support exploration in time. This criteria
is motivated by Uplift [8], which has the ability to fluidly shift
between views of increasing granularity.

C2. Provide multiple views: Users should have the ability to
view multiple views with differing time granularity. This criteria
reflects the motivation of Satriadi et al. [30] to use the space around
users for placing multi-view maps, however we apply this principle
primarily granularity of time rather than space.

C3. Support full use of virtual space: The system should make
use of the large available space in the virtual environment. This
criteria is inspired by DataHop [12], which takes advantage of a
large virtual space to arrange different data views that are created
during the analysis process. These can be traversed to assist users in
their understanding of the analytical process. We extend this concept
by making use of available space above the tabletops [8], and on
available wall surfaces [20].

C4. Enable embodied interactions: The system should support
embodied interactions for users to directly manipulate the data repre-
sentations. This criteria is motivated by the highly engaging interac-
tions provided by ImAxes [3]. Ideally, all significant components of
the visualisations should be embodied as interactive elements. The
interactions should be simple and intuitive so that users can quickly
become proficient.

CS. Support multiple physical scales: The system should pro-
vide multiple physical scales of data visualisation for viewing data.
This criteria is motivated by recent work that has explored the use
of physical scale to help establish context and support data-driven
storytelling [6, 19]. A tabletop scale should be included as a work
space to provide a broad overview to support data analysis. A large
scale can be added to fully immerse users into the visualisations and
support a ‘more closed to real world” experience, such as walk on
the campus.

4 IMPLEMENTATION

Based on our motivations and design criteria, we developed a proto-
type system called TimeTables. TimeTables allows users to explore
spatial-temporal data freely in the virtual environment.

4.1 Technical set-up

TimeTables is built in Unity3D' (version 2020.3.17f1) and displayed
with a Windows Mixed Reality VR device. A Windows 10 PC

Uhttps://unity.com/

equipped with an Intel i7 processor and an NVIDIA GeForce GTX
1080 graphics card is used to run the prototype. We use Mixed Real-
ity Toolkit?> (MRTK) and Mapbox Unity SDK? for implementing the
interactive components and maps shown in TimeTables respectively.

4.2 Visualisations

The main visualisation concept used in TimeTables is a STC. We
place the STC above a virtual table, whose surface contains a 2.5D
map with extruded buildings. We chose a tabletop as the default set-
ting because it allows a top-down overview of the map and provides
an engaging workspace [8] that the user can walk around to view
from different perspectives. A single tabletop is initially created in
the virtual environment and multiple tabletops can be added by users
during their exploration (see details in Section 4.3).

The tabletop map is an abstract map in dark mode which provides
a neutral background for the visualisations above the map. A scale
model of the buildings, each with a simplified shape of it’s real-
world counterpart, is placed on the map. The surface details of
these building models are abstracted and the heights of the buildings
are re-scaled to all be the same height in order to avoid distraction
and help the users to link the buildings to the visualisations above
them more easily. The visualisations of the building’s temporal data
is situated above each respective building and these visualisations
reflect the same shape of each corresponding building.

Each time frame comprises of a set of visualisations in a horizon-
tal layer. Each time frame is an increment of time shown with height
and the number of layers shown in the visualisation is based on the
given time granularity, for example, 12 layers for a monthly view
(1 year) and 7 layers for a daily view (1 week). Each time layer is
labeled with the corresponding time information.

The data is encoded by color hue, using a continuous sequential
color scheme. The color scheme is derived from a color bar which
is generated from a continuous Brewer color table (Y1OrBr6). We
decided to use this color scheme because it is colorblind safe and is
commonly used in prior work in immersive and desktop geovisuali-
sation and cartography (e.g. [1,36]).

4.3 Interactions

TimeTables provides multiple interactions with embodied data con-
structs (C4) to support exploration and analysis, which we describe
below.

4.3.1 Interactive elements

Users can manipulate visualisation components in TimeTables by a
‘grab and place’ interaction. Components can be grabbed using the
VR controller, or using a raycast interaction for objects out of arms’
reach. The following components are interactive elements that users
can manipulate in the system:

» Tabletop: Users can grab the tabletop and move it around the
space or onto the storage wall.

* Building Model: Users can interact with the building on the
tabletop to get the building name and basic information such
as space allocation.

¢ Layer: A layer presents the temporal data for each building at
a certain time frame (see Figure 1 (2)).

* Block: A block is a data representation of a single building at
a certain frame of time (see Figure 2 (2)).

Zhttps://developer.leapmotion.com/mrtk-unity
3https://www.mapbox.com/



Figure 1: Interacting with Tabletops: (1) Users can move a semitransparent selection plane above the tabletop to make a copy of the layer where
the plane is located. (2) Move the copied layer to an empty location. (3) When users drop the layer, a tabletop is created to hold the filtered layer.

Figure 2: Interacting with Blocks: (1 - 2) Grabbing a block on the tabletop creates a free block that can be placed on an empty space. (3) A virtual,

embodied, pedestal is provided to hold the block at the ideal height.

4.3.2 Time filter

TimeTables enables users to filter a layer or a block. The new filters
will be placed at distinct spatial positions, aiming to fully use the
virtual space around the user (C3). The system allows users to create
many filters of layers and/or blocks (C2).

Filtering a layer (Figure 1). Users can move a semitransparent
plane above the tabletop vertically to collide with the targeting layer.
A movable layer can be duplicated from the original STC by pointing
at the plane and long pressing the trigger for two seconds. Users can
grab the generated layer and place it at a preferred location in the
virtual environment. After releasing the trigger, a tabletop will be
created at the selected position to hold the filtered layer above.

Filtering a block (Figure 2). To filter a block, users can extract
a copy of the original block by selecting and dragging the initial
block. Similar to filtering a layer, the copied block can be placed
anywhere in the environment and a virtual pedestal will be created
to hold the block after users release the trigger. The copied block(s)
then can be performed as a new original block(s) and create a new
filter, especially with the time stretch interaction (discussed in the
following section). The copied block(s) and the original block(s) are
linked together by lines to help the users trace the relationship in
space and time of the block analysis.

4.3.3 Time stretch

The time stretch interaction allows users to manipulate the visuali-
sations of the data in a single building or building layer to increase
the level of time granularity (C1) (Figure 3), for instance to view
the set of individual months within the selected year. The levels of
time granularity in TimeTables include from most general to most
detailed (e.g. yearly, monthly, weekly, daily and hourly). In this
example, by default the yearly view is shown over the initial tabletop,
which allows a filter for a specific year. After a block or a layer in a

specific year is extracted, users can drill down the time to a monthly
view, with 12 layers for each month, by selecting the central area
of the top surface of the targeting component using the trigger and
stretching the target. The monthly view can be further filtered and
stretched down to a weekly view (7 layers) and finally all hours
within a selected day (24 layers).

4.3.4 Map storage

The wall on the right side of users’ initial position is used for storage
(C3). Figure 4 shows the process of the map storage interaction.
By default a tabletop of a yearly view is placed in the environment
and its corresponding 2D map is shown on the wall. As mentioned
in Section 4.3.2, a new tabletop is created in the environment after
filtering a layer. If there are too many tables in the space or the
created table is no longer needed, users can pick up the table and
place it on the wall. Once the edge of the table collides with the
storage wall, the tabletop visualisation will be transformed into a 2D
map with a title showing the time granularity of that table. If users
want to investigate that tabletop again later, they can then drag the
relevant 2D map from the wall to the virtual space. Once they place
the map in a certain location and release the trigger, the 2D map will
transform back to the tabletop representation.

4.3.5 Transferring between physical scales

TimeTables allows users to transfer between the visualisation scales
of a tabletop and a large map by jumping into and out of the tabletop
(CS5). Users can select the button on the table to jump into the table to
investigate the visualisation from an egocentric perspective (Figure
5 (1-2)), described as the large scale map, and can click on the map
under their feet in the large scale to jump back to the tabletop scale.

Within the large scale map, users can open a mini map by tilting
the left controller. A semitransparent cube becomes visible together
with the mini map. We call this the ‘invisibox’ feature as it filters



Figure 3: Users can stretch a layer (1) or a block (2) to see the data
visualisation in a more detailed time granularity

data in the virtual space aiming to remove unwanted occlusion
during the data exploration. Users can grab the invisibox and place
it onto the visualisation above a certain building on the mini map.
The visualisation on the mini map will be hidden by the box and
the corresponding visualisation information on the large map will
become invisible synchronously (Figure 5 (2-4)). The invisibox can
be re-scaled so that it can hide multiple buildings and help users to
explore the visualisations of buildings being occluded.

5 UsE CASE

As illustrated in the accompanying video*, we present a use case
scenario to describe how people can conduct data exploration and
analysis tasks using our system. In our scenario, we visualise the
historical energy consumption data of 5 popular buildings on a
university campus. The dataset includes aggregated hourly, daily,
weekly, monthly and yearly data from 2019 to 2020. Amy, a data
analyst, would like to investigate the data and try to perform analysis
tasks, such as identifying which building has used the most energy in
February 2019 and in which month in 2020 the least energy is used
in Building A, comparing the energy consumption of Building A in
June 2019 and June 2020, and comparing the energy consumption
of Building A and Building B in June 2019.

Explore building information. Before Amy explores the
dataset, Amy starts with an overview of the campus to see the
absolute and relative locations of the buildings as well as retrieve
some basic information about the building. To do so, she points
at each building model to see the building name. For a closer in-
spection, Amy picks the model up and the building information is
shown next to the building model (Figure 6 (1)). The model will be
automatically returned to its original location on the map after the
inspection.

Investigate data in the large map view. After inspecting the
buildings, Amy narrows down her exploration to the yearly energy
consumption data on the default tabletop (Tabletop A). To get a
deeper immersion in the visualisation and explore the data closely,

“https://youtu.be/SMHfGXxPpYTY

Figure 4: (1) Users can move a tabletop close to the wall (2)When
collide with the wall, the tabletop will be stored on the wall as a 2D
map. (3) The 2D map can be grabbed back to the space. (4) when
users drop the map, it will return to the original tabletop.

Figure 5: (1) Users can select a button to jump into the tabletop. (2)
In the large view, users can open a mini map and manipulate the
invisibox. (3) The invisibox can hide the visualisation of buildings in
the front to solve occlusion.(4) The mini map and invisibox.

Amy presses the ‘jump into the table’ button on the edge of the
table and enters the tabletop. She uses the ‘invisibox’ to investigate
one of the buildings occluded by other buildings. Personally standing
on the map provides Amy with a sense of spatial situatedness which
helps her with the data understanding and exploration.

Explore monthly data in 2019.  After the situated exploration
on the map, Amy returns to the tabletop view and decides to focus
on the monthly energy consumption data in 2019. She extracts the
layer using time filter and places it in an empty location of the
virtual space to form another tabletop (Tabletop B). She stretches
the 2019 layer and the monthly data is shown on Tabletop B (Figure
6 (2)). She knows that February is the start of a teaching semester
(for this Australian university) and would like to know if that affects
the energy consumption of all 5 buildings, so she filters the layer for
February as Tabletop C. As Amy only wants to focuses on the data
in February for now, she places Tabletop B onto the map storage
wall.

Compare energy consumption between years. Amy found
Building A has more energy consumption in February 2019. She



Figure 6: (1) Pick up building model to show building name and basic information. (2) Investigate monthly data in 2019. (3) Compare energy
consumption of Building A in February 2020 with that in February 2019. (3) Explore the energy consumption of Building A in June 2020. (5)
Compare energy consumption of two buildings. (6) Compare the hourly data of two buildings from Thursday in week 3 of June 2019.

decides to compare the energy consumption of Building A in Febru-
ary 2019 with that in 2020 to investigate whether the consumption
in these two years is similar. To do that, she extracts the target-
ing block from Tabletop A and stretches the block for a monthly
view. She then further filters the block for February and compares
it with the corresponding block shown on the Tabletop C (Figure
6 (3)). During the exploration of monthly data of Building A in
2020, Amy found the energy consumption in each month seems
much lower than that in 2019. To confirm this, she drags the stored
2D map of monthly data in 2019 from the wall and places it at an
empty location to show Tabletop B. She compares the monthly data
in 2019 and 2020 and confirms her guess. Amy thinks this result
for Building A may be caused by the pandemic and would like to
know if lifting lockdown during the pandemic brought the energy
consumption back to 2019 levels. So she extracts the block for
June 2020 (the month when lockdown was lifted) (Figure 6 (4)) and
filters the layer of energy data in June from Tabletop B and puts it
somewhere in the space as Tabletop D. After that, she extracts the
block for June 2019 and compares it with that for June 2020. She
found the energy consumption in June 2020 is still lower than that
in 2019. She thinks this may be because despite lockdown ending,
there were still fewer people on campus as less students were in the
country and not all staff returned to work full time.

Compare energy consumption of two buildings. Amy would
now like to compare the energy consumption of two buildings. She
knows the purpose for Building A is teaching and Building B is used
for sports and exercise from the initial inspection at the very begin-
ning of the exploration. She would like to know if the distribution of
energy consumption is the same for these two buildings. Thus she
stretches the layer to a weekly view, filters blocks for both build-
ings from Tabletop D and drills down to a daily view and further
an hourly view (Figure 6 (5-6)). After placing the two building
side-by-side for comparison, she finds the energy consumption in
Building A is higher during the day and in Building B is higher
during the evening hours. This is to be expected as the gym and

sports facilities are open in the evening, whilst most teaching occurs
during the day.

This use case scenario shows how our system could support ex-
ploration and analysis tasks. It also highlights the potential benefits
compared to previous systems, such as showing the links between
different time granularity levels to help users to track the relation-
ships of the temporal data, making use of the map storage wall and
allowing the transition between the tabletop view and the large map
view for both analysis and experience benefits.

6 DiscussioN

Based on our implementation of TimeTables and user case scenario,
we identified some limitations and highlighted several interesting
topics for our future research.

First, this scenario walkthrough shows the potential of our system
to provide an engaging experience with embodied data interations for
performing data exploration and analysis in the virtual environment.
However, we would like to further evaluate the system in a user study
with specific analysis tasks to see the performance of our system and
the feedback from users.

The use case we demonstrated shows how easy it is to use TimeTa-
bles, but that it can also easily create visual clutter when there are
too many tabletops or pedestals in the environment. We would
potentially improve this based on work such as DataHop [12] and
Data mountain [29], which show the potential for leveraging spatial
memory in virtual space for keeping track of a large number of
views.

Furthermore, in our current implementation and use case, the
objects for data representations are easy to manipulate, such as lay-
ers and blocks. However, traditional versions of STCs use lines
and points that would be more difficult to embody with interactive
constructs. Therefore, we would like to explore the generalisation
of embodiment in our system to other types of STC data representa-
tions.

We’ve made some improvements on Uplift [8], such as enabling



embodied exploration rather than the use of tangible objects and
GUI interaction. We also added the ability for multiple views and
enabled continuous exploration and the history of views. Uplift does
provide the added benefit of a casual collaborative experience. In
our future work we wish to explore the possibilities for collaboration
of TimeTables. In addition, we would like to further explore the
concept of embodied provenance — the use of data embodiment to
support tracking of analysis history through physical control of view
placement — and implement features to support this concept. These
could include the ability to undo/redo, store more information on the
wall such as analysis notes, and provide more intuitive links between
the tabletop and storage wall views for enabling the user to track the
provenance of the data exploration [5].

Our example shows a novel use of multi-view visualisation for
drilling down in time. For future research, we could have multiple
views in both the space and time dimensions. With a larger map
and larger data set (e.g. a city or a nation), we expect to explore the
ability to drill down in space as well, potentially including but not
limited in national, regional and local views.

We would also like to expand the ability for storytelling. In the
current system, we allow users to change their physical scale to see
a large egocentric map view. We expect to make this view to be
more visual or visceral by including 360 images of the campus to
show contextual information about weather, campus use, state of
buildings at that time, etc. These 360 images could be useful for the
analysis because the presented contextual information would affect
the energy consumption. For instance, weather has an influence on
energy consumption due to heating, ventilation, and air conditioning
(HVAC), or a huge occupancy of one building could also increase
the energy usage. This feature would be similar to Google Earth VR
but would allow users to explore the context down over time.

7 CONCLUSION

In this paper, we present TimeTables, a novel prototype system
based on five design criteria and inspired by prior work. We present
novel interactions for exploring embodied spatio-temporal data in a
large immersive space. Our use case and walkthrough demonstrates
the potential for TimeTables for exploring spatio-temporal campus
energy consumption data in an embodied manner. Through this
work we have identified a number of potential improvements over
previous implementations that inspired our prototype. We have
also identified several areas for future work. In particular, we have
identified a need for embodied provenance, which would leverage
the benefits of embodied data constructs to improve user’s mental
model of their path through the data analysis process. We look
forward to continuing these explorations in future work.
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